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Preface

We are delighted to welcome you to the proceedings of the 1st International
Conference on Semantic and Digital Media Technologies held in Athens.

SAMT 2006 aims to narrow the large disparity between the low-level descrip-
tors that can be computed automatically from multimedia content and the rich-
ness and subjectivity of semantics in user queries and human interpretations of
audiovisual media — The Semantic Gap. SAMT started out as two workshops,
EWIMT 2004 and EWIMT 2005, that quickly achieved success in attracting
high-quality papers from across Europe and beyond. This year EWIMT turned
into the full-fledged conference SAMT, bringing together forums, projects, in-
stitutions and individuals investigating the integration of knowledge, semantics
and low-level multimedia processing, and linking them with industrial engineers
who exploit the underlying emerging technology.

In total, 68 papers were submitted to the SAMT 2006 conference and each
was reviewed by at least two independent reviewers. We are grateful to the
members of the Technical Program Committee who completed these reviews and
allowed us to put together a very strong technical program of 17 papers. The
selection process was very competitive with only 25% of papers being selected
for oral presentation. The program also included two invited keynote talks from
Alan Smeaton and Guus Schreiber, and we are very grateful to them for their
insightful presentations.

We thank all our colleagues in the Organization Committee who helped us
tremendouslywith putting together an interesting and rewardingnumber of events
including four workshops, three tutorials, three special sessions, poster, demo and
projects sessions, the SAMT 2006 industry day, and two invited talks fromRoberto
CencioniandLuisRodriguez-Rosellofeaturingthelaunchofthe7thFrameworkICT
Program. Our Steering Committee was of great assistance in all critical decisions,
and the staff of the Image, Video and Multimedia Systems Laboratory of the
National Technical University of Athens provided invaluable help in making this
conference happen. Special thanks go to Marios Phinikettos and Themis Zervou
for the tremendous amount of work they put into supporting SAMT 2006.

The SAMT 2006 conference was held in cooperation with the European Com-
mission, EURASIP, COST 292 and the IET, and we are grateful to these orga-
nizations for promoting the event. We are also indebted to K-Space Network of
Excellence, of which SAMT was envisioned as the flagship event, and all sponsors
for their contributions and financial support.

December 2006 Y. Avrithis
Y. Kompatsiaris

S. Staab
N.E. O’Connor
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Content vs. Context for Multimedia Semantics:

The Case of SenseCam Image Structuring

Invited Keynote Paper

Alan F. Smeaton

Adaptive Information Cluster
& Centre For Digital Video Processing,

Dublin City University,
Ireland

Alan.Smeaton@dcu.ie

Abstract. Much of the current work on determining multimedia se-
mantics from multimedia artifacts is based around using either context,
or using content. When leveraged thoroughly these can independently
provide content description which is used in building content-based ap-
plications. However, there are few cases where multimedia semantics are
determined based on an integrated analysis of content and context. In
this keynote talk we present one such example system in which we use
an integrated combination of the two to automatically structure large
collections of images taken by a SenseCam, a device from Microsoft Re-
search which passively records a person’s daily activities. This paper
describes the post-processing we perform on SenseCam images in order
to present a structured, organised visualisation of the highlights of each
of the wearer’s days.

1 Introduction

When we think of multimedia information retrieval and multimedia semantics
we tend to think of fairly standard multimedia artifacts such as still images,
music, video and maybe 3D objects. When we think of how to determine the
semantic content of such multimedia artifacts we do so because we want to
perform a variety of content-based operations on such information including
browsing, searching, summarisation, linking, etc. And finally, when we look at
how we might determine semantics of multimedia objects we find that there are
generally two approaches, namely:

1. use the context of the objects such as information gathered at the time of
object creation or capture, to help determine some content features;

2. extract information directly from within the content of the objects in order
to determine some content aspects.

Trying to determine and then usefully use a user’s context is a fairly hot topic in
information retrieval at the moment with lots of attempts to capture and then

Y. Avrithis et al. (Eds.): SAMT 2006, LNCS 4306, pp. 1–10, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



2 A.F. Smeaton

apply such context in retrieval [11]. Determining a document or a multimedia
object’s context has also been explored for a long time and this forms the basis
for many current systems for multimedia object management. For example such
basic metadata as date and time of creation form the essential content represen-
tation for many tools which manage personal photos. Examples of such popular
photoware includes Photoshop Album [2], PhotoFinder [16], ACDSee [1], Picasa
[9] and others. Other metadata created at the time of photo capture such in-
formation as shutter speed and lens aperture, whether a flash was used or not
can also be used to support automatic grouping of photos [14]. Finally, there are
emerging online photoware systems such as Flickr [5] and Yahoo 360 [19] which
support user-supplied context information to help with photo organisation.

What all these applications have in common, apart from the fact that they are
all used to manage personal photos, is that they all use semantic information to
describe multimedia objects (photos) which are derived from the context of the
photo . . . either directly from the capture process, or provided by an end-user
afterwards.

To complement semantics derived from context we also use semantics derived
from content in helping to manage our multimedia objects. Returning to the ex-
ample of personal photos, this corresponds to extracting features directly from
the image contents. An example system which does this is MediAssist which au-
tomatically determines whether a picture was taken indoors or outdoors, whether
it is of a built or of a natural environment, whether a picture contains faces and if
so whether those faces are faces of known individuals [14]. While this is a limited
set of descriptive semantics, automatically determining the presence or absence
of a larger number of medium and high level semantic features in visual media
is notoriously difficult as is shown repeatedly in the TRECVid benchmarking
evaluation campaign [17].

Once we have determined some level of semantic representation for multimedia
objects we can then use these for content-based operations such as retrieval and
we find that those derived from content and from context are almost always
used either independently of each other or collaboratively with each other, but
rarely are they truly integrated with each other. In other words, because these
semantics are derived from different primary sources they maintain and retain
their differing heritages when they are used subsequently.

To illustrate this let us examine the different ways in which video shots can
be retrieved. In [18] we presented a classification of five different experimental
approaches to video shot retrieval, namely:

1. Use metadata determined at the time of video capture/creation to access
video by date, time, title, genre, actors, popularity rating, etc. as in [12];

2. Use one or more example query images to match against shot keyframes
using whole-image matching approaches based on colour, texture or edges,
as shown by many systems in [17];

3. Use text queries to match against text derived from transcriptions of the
spoken dialogue of text determined from video OCR, also as shown by many
systems in [15];
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4. Use video objects, semi-automatically determined from shot keyframes and
from user query images, and match these video objects based on shape,
colour and/or texture, also as shown by many systems in [17];

5. Use the presence or absence of semantic video features such as indoor, out-
door, beach, sky, boats, motor vehicles, certain named persons, etc. to narrow
the scope of shot retrieval to only those shots likely to contain such features;

Many systems have been developed to support video shot retrieval using one,
two or perhaps three of the above but none have been developed to support all
of them and for those that support multiple modalities for shot retrieval, the
user is normally left with responsibility for combining and integrating them.

In this paper we argue for a more integrated approach to using semantic
features determined from content and from context, and we illustrate what is
possible with a novel application based around sets of images taken with a Sense-
Cam. In the next section we introduce the SenseCam and its possible range of
applications and in section 3 we present a summary of our work on structuring
SenseCam images based on an integrated combination of content and context
features. Section 4 concludes the paper.

2 The SenseCam

A SenseCam is a device developed by Microsoft Research in Cambridge, UK, for
recording visual images of a wearer’s day. It passively captures images through
a fisheye lens and stores them on-board for subsequent download to a personal
computer [8]. In addition to being a camera, a SenseCam also has other sensors
including a light meter, a passive infra-red sensor and a 3-axis accelerometer
and sensor readings from all these devices are also stored for later download.
However, in addition to recording some elements of the SenseCam environment,
the additional sensors are also used in a semi-intelligent way to trigger when
photos are to be taken. For example when a person walks in front of the wearer
this can be picked up by the passive infra-red sensor to trigger a photo to be
taken. Similarly, when the user moves by standing up, or moves from indoor to
outdoor or vice-versa, these are picked up by the accelerometer and light level
sensors respectively and also trigger taking of photos. As a default, without
an explicit triggering from the sensors, or from a user-controlled button on the
SenseCam, the device will take a new photo every 45 seconds anyway. In this
way a typical day can have up to 3,000 photos taken, which could add up to
almost a million images in a year. A SenseCam being worn around a wearer’s
neck is shown in Figure 1 and a set of sample images taken from the author’s
use of a SenseCam is shown in Table 1.

The SenseCam device has been used extensively in the MyLifeBits project at
Microsoft Research [6], [7] as well as being used in other, exploratory projects
at Microsoft Research in Cambridge [10]. Like many other sensor devices, the
SenseCam is great at capturing raw data, up to a million images per year for
each user, and the main challenge is to effectively manage this huge volume
of personal data. This requires automatic analysis and structuring in order to
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Table 1. Sample SenseCam images
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Fig. 1. A SenseCam worn around the neck

impose some organisation on the raw images and this is the challenge we address
as we seek to determine semantics for these multimedia objects and to use both
context (date, time, sensor readings) and content (image processing) to achieve
this. In the next section we describe how we do this.

3 Structuring SenseCam Images

Effectively managing a growing collection of up to 3,000 images taken per day
is physically impossible unless the images are structured in some way. Within
our daily lives, our activities can be broken down into “events” corresponding
to things like having breakfast, walking to the bus stop, travelling to work on
the bus, walking to our workplace, making coffee as soon as we arrive at work,
sitting at our desk reading email, drinking coffee and starting to write a report,
breaking to have a short meeting with colleagues, going to the canteen to have a
morning coffee break, returning to work at the desk, having lunch with a group
of friends, back to the desk in the afternoon and finishing work with a one-on-
one meeting with the boss, getting the bus to the gym, having a workout there,
going to a movie, taking the bus home, making and eating dinner, watching TV,
and finally going to bed.

While we could argue about the definition of an event, whether travel to-from
work is one event or divided into walking to the bus stop, travelling on the bus
and waking to work which are each events, in general we can say that each of the
above is characterised by being visually different form the preceeding and succeed-
ing events. What the user (and SenseCam wearer) sees will be different for each
event because the location will change or the people present will change. In the-
ory, such changes in location are detectable through processing the sets of images
taken during each event. In a way this is analogous to the task of shot bound-
ary detection in video where we also wish to find the boundary between different
shots by comparing images, but in the case of SenseCam event segmentation the
task is more difficult because adjacent images may be quite different from each
other but still part of the same event. These image differences will be caused by
the user turning around towards/away from a window or light source or facing in
a different direction, looking at different people, or a different part of the same



6 A.F. Smeaton

room. However the set of images constituting an event will be globally similar to
each other. In contrast, adjacent images in video will only have small differences,
unless there is a photo flash or some very rapid camera and/or object movement.

In work reported elsewhere we have addressed the problem of event segmenta-
tion by comparing temporally adjacent and temporally nearby SenseCam images
using conventional low-level image features like colour and texture [3], as well as
spatiograms [4], and our results on this to date indicate that using image pro-
cessing techniques alone we can achieve useful results. When we then incorporate
evidence for event boundaries taken from other SenseCam sensor readings and
even from detection of local Bluetooth devices such as people’s mobile phones
[13] then the reliability of event detection improves further.

In our work to date we have found that SenseCam “events” can contain any-
thing from some tens of images to several hundred, depending on the activity
taking place as well as the duration of the event. Once events have been detected
then we can then further structure a user’s SenseCam images by manipulating
and reasoning about events themselves. A schematic overview of how we process
SenseCam images is shown in Figure 2.

In order to manipulate SenseCam events we need some representation for the
event itself so we compute a virtual image as the average of all the SenseCam
images within an event. This is a crude first approximation and could be refined
by detecting outlier SenseCam images within an event and removing them, or

Fig. 2. Schematic for processing SenseCam images
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removing or down-weighting SenseCam images towards the beginning and end
of detected events as they are more likely to be close to event transitions, which
will probably involve the user moving location and this will generate SenseCam
images which are not really part of the preceeding or succeeding events. However
investigating this aspect is part of our future work. In fact to reduce processing
time the event representative is generated as part of the event detection process,
so there is little overhead in computing this. Once the virtual representative im-
age from an event is computed we then locate the actual SenseCam image which
is visually closest to the virtual centroid and we term that a “landmark” image.
The reason for doing this is to use an actual SenseCam image as a representa-
tive for presentation of the event. In future work we would like this to be the
SenseCam image which has the greatest number of faces present, but for now
we base our landmark detection on selection of the image most similar to the
virtual average of those in the event.

When a day’s SenseCam images are uploaded and the virtual representative
for each detected event is available we then add it to a database of event rep-
resentations. Our task now is to determine which of the day’s events are more
important than the others. For example, having breakfast, travelling to/from
work, having coffee with the same colleagues and working at the same desk are
all regular events which happen daily and are not very different from one day
to the next, even visually, yet going to the movies, visiting the gym or having
lunch in a different restaurant or with different people will all be unusual events
for this wearer’s lifestyle.

We determine an event’s importance by comparing the visual representatives
for each event over a fixed 7-day window and examining an event’s duration.
Basically, if an event is unusual in terms of a given week’s activities it will not
appear to have any visually similar events or a similar duration and it will then
be assigned a high importance or novelty rating. On the other hand if an event
is one of a series of regular and repeating events during that 7-day period it will
have many similar events, both visually and perhaps in terms of duration also.
This is quite an heuristic step and could be refined by considering the time of
day for example, but as with landmark detection, using these event features is
sufficient for now and a possible topic for future work.

Finally, once a day’s SenseCam images have been segmented into events
with landmark images and importance ratings determined automatically we can
present the day’s activities in the browser shown in Figure 3. This browser con-
figuration lays out landmark images from the most important or highly novel
events from each day with the size of the landmark image being indicative of the
importance rating of the event. In this way the unusual activities are highlighted
by being bigger yet the complete set of a day’s activities are shown. In Figure 3
we can see that the most unusual events for that day – 31 May 2006 – appear
to be the wearer drinking beer with a friend (2nd last landmark image on bot-
tom row) and having meetings with 2 different colleagues as shown in Rows 1
and 2. A timeline bar on the top of the browser indicates the ranges of times
during the day when the SenseCam was recording images and also indicates the
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Fig. 3. Interface for reviewing a single day’s SenseCam images
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sizes and relative durations of segmented events. When the user mouses over an
event landmark, all the images from that landmark play within the frame of that
landmark like a video playback.

Using this browser the wearer can get a complete picture of the day’s activities
with the set of 2,890 images in the case of Figure 3 being easily navigable because
of the way they are structured.

In summary, the processing on a single day’s SenseCam images proceeds as
follows:

1. Segment the set of images into events using low-level image features and
spatiograms, combined with temporal ordering of the images;

2. Generate a virtual event representative as the average of all images in the
event;

3. Identify the landmark image for each event as the SenseCam image most
visually close to the virtual event representative;

4. Assign each event an importance or novelty rating based on comparing the
visual representatives for each event over a fixed 7-day window and examin-
ing an event’s duration;

On closer examination of the different steps in this process we can see that
almost all involve operating on content description derived from both content,
and context without any differentiation as to whither the source of that content
description. So in this example we make no distinction between content and
context in deriving content description and this integration of the sources is to
everyone’s advantage.

4 Conclusions

In this paper we have examined the sources of information from which multi-
media semantics can be derived and categorised them into either content-based
or context-based. We have also argued for a more integrated approach to deter-
mining multimedia semantics where the heritage or origin of the information,
whether derived from content or from context, is ignored. To illustrate this we
have presented an overview of a complex tool we have developed which ingests
a set of several thousands of SenseCam images per day, as a summary of the
wearer’s daily activities. The interesting aspect of this tool, and the analysis
of information gathered by the wearer of the SenseCam, is that the analysis is
performed on a combination of context and content based information, with no
distinction made between the two sources. This, we believe, is a model of where
multimedia semantics should be derived for other applications.

Acknowledgements

This work is partly supported by Science Foundation Ireland under grant number
03/IN.3/I361 with support from Microsoft Research. The work described here is
the result of the collaborative research activities of the author and his colleagues,
postdoctoral researchers and students.



10 A.F. Smeaton

References

1. ACDSee. Available at http://www.acdsee-guide.com/ (last visited september
2006).

2. Adobe Photoshop Album. Available at http://www.adobe.com/products/-
photoshopalbum/ (last visited September 2006).

3. M. Blighe, H. Le Borgne, N. E. O’Connor, A. F. Smeaton, and G. J. F. Jones. Ex-
ploiting context information to aid landmark detection in SenseCam images. In 2nd
International Workshop on Exploiting Context Histories in Smart Environments
(ECHISE), Irvine, Calif., USA, September 2006.
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Abstract. In this paper, we describe a knowledge management frame-
work that addresses the needs of multimedia analysis projects and
provides a basis for information retrieval systems. The framework uses
Semantic Web technologies to provide a shared knowledge environment,
and active Knowledge Machines, wrapping multimedia processing tools,
to exploit and/or export knowledge to this environment. This framework
is able to handle a wide range of use cases, from an enhanced workspace
for researchers to end-user information access. As an illustration of how
the proposed framework can be used, we present a case study of music
analysis.

1 Introduction

Information management is becoming an increasingly important part of multi-
media related technologies, ranging from the management of personal collections
through to the construction of large ‘semantic’ databases intended to support
complex queries. One of the key problems is the current gap between the devel-
opment of stand-alone multimedia processing algorithms (such as feature extrac-
tion, or compression) and knowledge management technologies. The aim of our
work is to provide a framework that is able to bridge this gap, by integrating the
multimedia processing algorithms in an information management system, which
can then be usable by different entities in different places. We also want to pro-
vide a way to semantically describe these algorithms in order to automatically
use them. For example, we might want to dynamically compute the segmenta-
tion of a sequence of a football match in order to answer a query like ‘give me
all the sequences corresponding to a corner’.

In order to achieve this goal, we introduce several concepts. A Knowledge
Machine aims to help people developing, encapsulating or testing multimedia
processing algorithms, by designing a semantic workspace. Instances of such ma-
chines interact with a set of end-points, which are entry points to a shared
knowledge environment, which is itself based upon Semantic Web technologies.
This interaction can be either to request knowledge from this environment (in
order to test algorithms, or to use external information in the algorithm) or
to export new knowledge onto it (to make new results publicly available). An

Y. Avrithis et al. (Eds.): SAMT 2006, LNCS 4306, pp. 11–25, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. An overview of the framework

end-point can also have a planning [1] role, as part of the knowledge environ-
ment describes these Knowledge Machines, and the effect of using some of their
algorithms. Moreover, these end-points can be used by other entities (such as
a personal audio player), which may benefit from some information potentially
held by this knowledge environment. A simplified overview of the system is given
in fig. 1.

The proposed framework is the first step to bridge the above mentioned gap.
Indeed, the algorithm is entirely handled from its implementation process to its
impact on a shared knowledge environment, which can either be used by other
researchers or by information access systems. Moreover, new knowledge can be
dynamically added (either from ‘ground truth’ sources or from Knowledge Ma-
chines plugged onto the knowledge environment), as well as new Knowledge
Machines. This web approach allows the creation of a scalable knowledge man-
agement system.

In § 2 we will describe the structure behind the Knowledge Machines. We
will then focus on the shared knowledge environment in § 3, and how it deals
with instances of Knowledge Machines. Next, we will focus on two completely
different use cases of the system in § 4, in order to give an idea of the wide range
of possibilities this framework brings. Finally, § 5 will present a case study on
knowledge management for music analysis.

2 Knowledge Machines

In this section, we describe the Knowledge Machine architecture (described in
greater detail but in a more specific context in [2]), which is able to design
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a workspace for handling and/or developing multimedia processing algorithms.
With complex algorithms, there are often many shared steps of computation,
multiple computation strategies, and many free parameters that can be varied
to tune performance. This can result in a very large amount of final and in-
termediate results, which needs to be managed in order to be used effectively.
fig. 4 gives a global view of the Knowledge Machines architecture, built around a
unique knowledge representation framework (see § 2.1), a computational engine
(see § 2.2) and tabling of results (see § 2.3).

2.1 Knowledge Representation for Data Analysis

In this section, we will describe the main approach for storing the results of the
different computations, which can occur while working on a set of multimedia
processing algorithms. Its limitation is what led us to using another approach,
which will also be described in this section, using predicate calculus for knowledge
representation.

The Dictionary Approach. The resulting data is often managed as a dictio-
nary of key-value pairs—this may take the form of named variables in a Matlab
workspace, files in a directory, or files in a directory tree (in which case the keys
would have an hierarchical structure). This can lead to a situation in which,
after a Matlab session for example, one is left with a workspace full of objects
but no idea how each one was computed, other than, perhaps, cryptic clues in
the form of the variable names one has chosen.

The semantic content of these data is intimately tied to knowledge about
which function computed which result using what parameters, and so one might
attempt to remedy the problem by using increasingly elaborate naming schemes,
encoding information about the functions and parameters into the keys. This is
a step toward a relational structure where such information can be represented
explicitly and in a consistent way.

Relational and Logical Data Models. We now focus on a relational data
model [3], where different relations are used to model the connections between
parameters, source data, intermediate data and results. Each tuple in these re-
lations represents a proposition, such as ‘this spectrogram was computed from
this signal using these parameters’ (see fig. 2). From here, it is a small step to go
beyond a relational model to a deductive model, where logical predicates consti-
tute the basic representational tool, and information can be represented either
as facts or as composite formulæ involving the logical connectives if, ∃ (exists),
∀ (for all), ∨ (or), ∧ (and), ¬ (not) and ≡ (equivalent to) (see [2] for a short
review of predicate calculus for knowledge representation).

For example, in this model, the previous proposition could be expressed using
this predicate:

spectogram(DigitalSignal, FrameSize, HopSize, Spectrogram)
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spectrogram
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Array

Signal Real

hopSize

frameSize

sampleRate

Fig. 2. The relations involved in defining a spectrogram

In addition, we could imagine the following for the digital representation of a
signal:

digitalsignal(DigitalSignal, SampleRate) if

∃ContinuousSignal. sampling(ContinuousSignal, DigitalSignal, SampleRate)

2.2 Evaluation Engine

The computation-management facet of the Knowledge Machines is handled
through calls to an external evaluation engine. The latter is used to reduce a
given expression to some canonical form. For example, a real-valued expression
involving mathematical functions and arithmetic operators would be reduced to
the floating-point representation of the result. Standard Prolog itself provides
such a facility through the is operator. By using an interface to an interpreted
language processor, such as Matlab , a much richer class of expressions can be
evaluated, involving complex numbers, arrays, structures, and the entire library
of Matlab functions available in the system.

For example, if we define the operator === as evaluating terms representing
Matlab expressions, we can define (in terms of predicate calculus) a matrix
multiplication like this:

mtimes(A, B, C) if C===A ∗ B

We can now build composite formulæ involving the predicate mtimes.
Interpreters for different expression languages could be added, provided that

a Prolog representation of the target language can be designed.

2.3 Function Tabling

To keep track of computed data, we consider tabling of such logical predicates.
Some predicates, when used in a certain way (in a particular mode), can be con-
sidered as ‘functional’—one possible resulting tuple given a set of inputs (such
as mtimes, when used with the first and the second argument bound, and the
third one unbound). If we store the tuples generated by the functional predi-
cates, then we can save ourselves some evaluations, because of this functional
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mode. Moreover, the function tabling mechanism allows us to access functional
predicates in all modes. Given the produced data, we can obtain back to the
inputs and parameters that were used to create them.

For example, if we declare the predicate mtimes (declared as in § 2.2) to be
tabled, and we have two matrix a and b, the first time mtimes(a,b,C ) will be
queried the Matlab engine will be called. Once the computation done, and the
queried predicate has successfully been unified with mtimes(a,b,c), where c is
actually a term representing the product of a and b, the corresponding tuple
will be stored. When querying again mtimes(a,b,C ), the computation will not
be done, but the stored result will be returned instead. It also means that, given
c, we can get back to a and b, using the query mtimes(A,B,c).

2.4 Implementation

Knowledge Machines are built on top of SWI Prolog1 (which is one of the most
user-friendly Prolog) and PostgreSQL2. The workspace they implement is ac-
cessible through a Prolog command-line, and new facts, composite formulæ or
new evaluation engines can be directly asserted through it, or through external
source files.

Each Knowledge Machine also wraps a component able to make it usable
remotely. This can be seen as a simple Servlet, able to handle remote queries to
local predicates, through simple HTTP GET requests. This will be useful when
other components of the framework (such as the planner described in § 3.4) have
a global view of the system and need to dynamically organise a set of Knowledge
Machines.

3 A Semantic Web Knowledge Environment

In this section, we describe how we provide a shared and distributed knowledge
environment, using Semantic Web technologies (see § 3.1) and a set of domain
ontologies (see § 3.3). We will also explain how Knowledge Machines can inter-
act with this environment in § 3.2, using entry doors generated using the tool
described in § 3.4.

We will refer to several technologies, all part of the Semantic Web effort, which
we will briefly overview here. RDF (Resource Description Framework3) defines
how to describe resources (located by an Universal Resource Identifier4), and how
to link them, using triples (sets of subject/predicate/object). For example, using
RDF, I can express that the resource representing a given artist has produced
several albums. An OWL (Ontology Web Language5) ontology is able to express
knowledge about one particular domain by identifying its important concepts
1 See http://www.swi-prolog.org/
2 See http://www.postgresql.org/
3 See http://www.w3.org/RDF/
4 See http://www.gbiv.com/protocols/uri/rfc/rfc3986.html
5 See http://www.w3.org/2004/OWL/
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and relations, in RDF. SPARQL (Simple Protocol And RDF query language6)
defines a way to query RDF data. Finally, a SPARQL end-point can be seen as
a public entry door to a set of RDF statements.

3.1 Why Use Semantic Web Technologies?

The ‘metadata’ Mistake. In this shared knowledge environment, we may
want to state circumstances surrounding the creation of a particular raw multi-
media data. One option is to ‘tag’ each piece of primary data with further data,
commonly termed ‘metadata’, pertaining to its creation. For example, CDDB7

associates textual data with a CD, while ID38 tags allow information to be
attached to an MP3 file. The difficulty with this approach is the implicit hierar-
chy of data and metadata. The problem becomes acute if the metadata (eg the
artist) has its own ‘meta-metadata’ (such as a date of birth); if two songs are
by the same artist, a purely hierarchical data structure cannot ensure that the
‘meta-metadata’ for each instance of an artist agree. The obvious solution is to
keep a separate list of artists and their details, to which the song metadata now
refers. The further we go in this direction, i.e. creating new first-class entities for
people, songs, albums, record labels etc., the more we approach a fully relational
data structure.

Towards a Scalable Solution. We also want this data structure to be dis-
tributed. Any entities contributing to the knowledge environment may want to
publish new assertions, eventually concerning objects defined in an other place.
This is why we are using RDF. We also want to be able to specify what types
of objects are going to be in the domain of discourse and what predicates are
going to be relevant. Designing an ontology [4] of a domain involves identifying
the important concepts and relations, and as such can help to bring some order
to the potentially chaotic collection of predicates that could be defined. We may
also want to dynamically introduce new domains in the knowledge environment.
This is why we are using OWL.

3.2 Integrating Knowledge Machines and the Knowledge
Environment

Querying the Semantic Web Within Knowledge Machines. Another
characteristic of the Knowledge Machines is the ability to query the Semantic
Web (through a set of end-points, as we will see in § 3.4) using SPARQL. Someone
working on a Knowledge Machine is able to create an interpretation of the theory
(OWL ontologies) in the form of a collection of predicates. It is then possible
to use these predicates when building composite formulæ in the language of
predicate calculus.

For example, we can imagine the following SPARQL query that associates an
audio file and the sampling rate of the corresponding digital signal:
6 See http://www.w3.org/TR/rdf-sparql-query/
7 See http://www.gracenote.com/
8 See http://www.id3.org/
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PREFIX mu: <http://purl.org/NET/c4dm/music.owl#>
SELECT ?a ?r WHERE {

?a rdf:type mu:AudioFile. ?a mu:encodes ?dts.
?dts rdf:type mu:DigitalSignal.
?dts mu:samplingRate ?r }

We can associate to this query the following predicate, whose first argument will
be bound to the audio file, and whose second argument will be bound to the
corresponding sampling rate:

audiof ile_samplingrate(AudioF ile, SamplingRate)

Now we can use this predicate in composite formulæ, perhaps to use this sam-
pling rate information as one of the inputs of an algorithm wrapped in another
predicate.

Exporting Knowledge to the Semantic Web. Someone working on a par-
ticular Knowledge Machine may want, at some point, to state that a particular
predicate is relevant, according to the domain ontologies hold by the knowledge
environment. This is equivalent to stating that this predicate has a particular
meaning which can be expressed using one of the vocabularies we have access
to. Thus, we want to be able to state a match between a predicate and a set
of RDF triples. Moreover, we want to express this match either in the language
of predicate calculus (in order to export new information when this predicate
holds new knowledge) and in terms of OWL/RDF to allow automatic reason-
ing (as described in § 3.4) in the Semantic Web layer. We developed a simple
ontology of semantic matching between a particular predicate and a conceptual
graph. This ontology uses the RDF reification9 mechanism in order to express
things like ‘this predicate in this Knowledge Machine is able to create these RDF
triples’. This can be seen as a limited subset of OWL-S10, where the effects of
a particular process can only consist in creating new RDF triples. For example,
the predicate soxsr, able to change the sample rate of an audio file, can create
some RDF triples, as represented in fig. 3. Thus, a Knowledge Machine can be
represented as in fig. 4.

3.3 Domain Specific Ontologies

In order to make this knowledge environment understandable by all its actors
(Knowledge Machines or any entities querying this environment), it needs to be
designed according to a shared understanding of the specific domains we want
to work on. An ontology can provide this common way of expressing statements
in a particular domain. Such ontologies will be developed in the context of music
in § 5.1. Moreover, the expressiveness of the different ontologies specifying this
environment will implicitly state how dynamic the overall framework can be.
9 See http://www.w3.org/TR/rdf-mt/#Reif

10 http://www.daml.org/services/owl-s/
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Fig. 3. Expressing a match between the predicate soxsr and the fact that it is able to
change the sample rate of an audio file

Fig. 4. Overall architecture of a Knowledge Machine
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Indeed, the semantic matching ontology defined in the previous section has an
expressiveness that directly depends on the different domain ontologies that are
known.

For example, if we write an ontology that is expressive enough in the domain
of football games and time sequences, and we have an algorithm which is able to
segment a football match video (corner, penalty, ...), we will be able to express
a conceptual match between what is done by the algorithm and a set of RDF
statements conforming to this domain ontology.

However, in order to keep the overall framework in a consistent state, designing
a new ontology must be done considering some points. These include modularity
[5] and ontological ‘hygiene’ as addressed by the OntoClean methodology [6].

3.4 Handling Semantic Web Knowledge

At this point, we still need to make Semantic Web data available to both Knowl-
edge Machines and other entities wanting to make queries.

XsbOWL: Creating SPARQL End-Points. In order to achieve this goal, we
designed a program able to create SPARQL end-points : XsbOWL (see fig. 5). It
allows SPARQL queries to be done through a simple HTTP GET request, on a
set of RDF data. Moreover, new data can be added dynamically, using an other
HTTP GET request.

Reasoning on Semantic Web Data. To handle reasoning on the underly-
ing Semantic Web data, we bound XsbOWL to an XSB Prolog engine (which
is more adapted to a large deductive database use case [7]). The latter, thanks
to the inner XSB tabling mechanism, is able to provide reasoning on the posi-
tive entailment11 subset of OWL Full12. XsbOWL is able to deal simultaneously
with around 100000 RDF statements and still provides a really fast reason-
ing (less than 0.2 seconds per query). More scalability testing still has to be
done.

Dynamically Exporting Knowledge to the Semantic Web. We also in-
tegrated a planner in this XSB engine, in order to fully use the information
held by the semantic matching ontology. This one is planning which predicate it
needs to call in which Knowledge Machine (using the remote calling mechanism
described in § 2.4) in order to reach a state of the world (the set of all RDF
statements known by the end-point) which will at least give one answer to the
query (see fig. 6). For example, if there is a Knowledge Machine somewhere that
defines a predicate able to locate all the segments corresponding to a penalty
in a football match, querying the end-point for a sequence showing a penalty
during a particular match should automatically use this predicate.

11 See http://www.w3.org/TR/owl-test/
12 See http://www.w3.org/TR/owl-ref/
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Fig. 5. XsbOWL: Able to create a SPARQL end-point for multimedia applications

4 Use Cases

In this section, we describe two different use cases, to give an insight of the wide
range of possibilities the proposed knowledge management framework brings.

4.1 Enhanced Workspace for Multimedia Processing Researchers

Working in a Knowledge Machine environment to develop multimedia processing
algorithm helps to create what we could call a semantic workspace. Every ob-
ject is part of the same logical structure, based on predicate calculus. Moreover,
the Knowledge Machine framework provides a brand new programming environ-
ment, aware of an open context. Therefore, while developing a new predicate, we
may access knowledge perhaps already available or newly created by an other
Knowledge Machine, and this in a completely transparent way.

While working on a multimedia feature extraction predicate, it is possible
to access the knowledge environment inside the predicate. For example, while
working on a melody extraction algorithm, we are able to state that a particular
sub-algorithm is to be used if an audio signal was created by a particular in-
strument. This could lead to the transparent use of an instrument classification
predicate exported by an other Knowledge Machine.

4.2 End-User Information Access

Once the shared information layer holds a substantial amount of knowledge, it
can be useful for other entities (not part of the Knowledge Machines framework)
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Fig. 6. Planning using the semantic matching ontology

to use a SPARQL end-point. For example, an interactive graphical viewer ap-
plication (such as Sonic Visualiser13) should be able to submit simple queries
to compute some features of interests (or to retrieve previously computed
ones).

Moreover, as expressed in fig. 7, multimedia information retrieval applications
can be built on top of this shared environment, through a layer interpreting the
available knowledge. For example, if a Knowledge Machine is able to model the
textural information of a musical audio file, and if there is an interpretation
layer that is only able to compute an appropriate distance between two of these
models, an application of similarity search can easily be built on top of all of
this. We can also imagine more complex information access systems, where a
large number of features computed by different Knowledge Machines can be
combined with social networking data, all part of the shared information layer
too.

5 Knowledge Management for Music Analysis

In this section, we will describe how this framework has been used for a music
information management (this is explained in greater details in [2]). We will
detail two Knowledge Machines, respectively dealing with format conversion and
segmentation.

5.1 An Ontology of Music

Our ontology must cover a wide range of concepts, including non-physical entities
such as a musical opus, human agents like composers and performers, physical
13 See http://www.sonicvisualiser.org
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Fig. 7. The Multimedia Knowledge Management and Access Stack

events such as particular performances, informational objects like digital signals,
and time. We will focus on the two main aspects of our ontology: physical events
and time representation.

An Ontology of Events. Music production usually involves physical events
that occur at a certain place and time and that can involve the participation of
a number of physical objects both animate and inanimate.

The event representation we have adopted is based on the token-reification [8]
approach. We consider an event occurence as a first class object or ‘token’, acting
like a hook for additional information pertaining to the event. Regarding the on-
tological status of event tokens, we consider them as being the way by which cog-
nitive agents classify arbitrary regions of space-time. Our definition of an event
is broad enough to include sounds (an acoustic field defined over some space-
time region), performances, compositions, and even transduction and recording
to produce a digital signal. We also consider the existence of sub-events to repre-
sent information about complex events in a structured and non-ambiguous way.
A complex event, perhaps involving many agents and instruments, can be broken
into simpler sub-events, each of which can carry part of the information pertain-
ing to the complex whole. For example, a group performance can be described
in more detail by considering a number of parallel sub-events, each of which
representing the participation of one performer using one musical instrument
(see fig. 8 for some of the relevant classes and properties).

An Ontology of Time. Each event can be associated with a time-point or
a time interval, which can either be given explicitly, e.g. ‘the year 1963’, or
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Fig. 8. Some of the top level classes in the music ontology

by specifying its temporal relationship with other intervals, e.g. ‘during 1963’.
Both must be related to a timeline, continuous or discrete, representing linear
pieces of time which may be concrete—such as the one underlying a signal or
an event, or more abstract—such as the one underlying a score. Two timelines
may be related, using timeline maps. For example, an instance of this concept
may represent the link between the continuous physical time of an audio signal
and the discrete time of its digital representation.

5.2 Examples of Knowledge Machines

So far, two main Knowledge Machines are exporting knowledge to the shared
knowledge environment.

A Format Conversion Knowledge Machine. The simplest one is about
converting the format of raw audio data. Several predicates are exported, dealing
with sample rate or bit rate conversion, and encoding. This is particularly useful,
as it might be used to create, during the development of another Knowledge
Machine, test sets in one particular format, or even to test the robustness of a
particular algorithm to information loss.
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A Segmentation Knowledge Machine. This Knowledge Machine is able
to deal with segmentation from audio, as described in greater details in [9].
It exports just one predicate, able to split the time interval corresponding to
a particular raw signal in several ones, corresponding to a machine-generated
segmentation. This Knowledge Machine was used to keep track of hundreds of
segmentations, enabling a thorough exploration of the parameter space, and re-
sulting in a database of over 30,000 tabled function evaluations. This Knowledge
Machine provides a segmentation ability on raw audio files. Along with the for-
mat conversion Knowledge Machine, it brings the ability to segment all available
audio files by using our planning component.

6 Conclusions and Further Work

In this paper we described a framework able to deal with information man-
agement for multimedia analysis systems. This is built around two main com-
ponents: Knowledge Machines, enabling to wrap and work on analysis algo-
rithms using predicate calculus and function tabling, and a shared Semantic
Web knowledge environment. Knowledge Machines can interact in two different
ways with this environment. They can build an interpretation of the theory that
it is holding at a given time as a set of logical predicates, thus to use them
when building compound predicates. They can also specify a match between a
set of logical predicates and a set of RDF triples, to export results to the Se-
mantic Web layer, or to dynamically compute new ones in order to satisfy a
query.

We can think of the Knowledge Machine framework as an artificial way of
accessing concepts, which are defined by the domain ontologies held by the shared
knowledge environment. Thus, a network of Knowledge Machines can bring an
artificial and approximate cognition for multimedia related materials, against
a culture which is defined by the different ontologies. It leads to a distributed
intelligence, as mentioned in [10], and thus is similar in some ways to agent
technologies. However, it brings an artificial cognition of available multimedia
materials instead of services—getting things done.

There are several possible extensions to this framework, such as handling
trust in the Semantic Web environment. For example, we may want to express
that a computer-generated segmentation of an audio file is less accurate than a
human-generated one, and we may also want to quantify this accuracy. We could
also do a statistical analysis to judge whether or not a particular algorithm has
successfully captured a given concept, and if so, to declare a match between
a wrapping predicate and this concept so that the algorithm gains a semantic
value; subsequent queries involving this concept would then be able to invoke
that algorithm (using the planner component) even if no key annotations are
present in the shared environment. This would be an example of ‘closing the
semantic gap’.
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Abstract. The use of inhabited Virtual Environments is continuously growing. 
People can embody a human-like avatar to participate inside these Virtual 
Environments or they can have personalized character acting as mediator; 
sometimes they can even customize it to some extent. Those Virtual Characters 
belong to the software owner, but they could be potentially shared, exchanged 
and individualized between participants, such as already proposed by Sony with 
Station Exchange. Technology with standards could significantly improve the 
exchange, the reuse and the creation of such Virtual Characters. However an 
optimal reuse is only possible if the main components of the characters: 
geometry, morphology, animation and behavior, are annotated with semantics. 
This may allow to users searching for specific models and customize them. 
Moreover search technology based on the Web Ontology Language (OWL) 
can be implemented to provide this type of service. In this paper we present the 
considerations to build an ontology that fulfills the mentioned proposes.   

Keywords: 3D shapes, Virtual Environments, Virtual Human, Standards, 
Ontology, Web Ontology Language. 

1   Introduction 

Complex 3D shapes such as Virtual Humans are becoming more and more popular in 
various areas. One of them is the game industry, where players are represented with 
human like avatars in immersed in a Virtual Environments.  

On one hand, with the successful development of massively multiplayer online 
role playing games or MMORPG and their persistent virtual worlds, it becomes 
common to exchange or to buy 3D objects such as virtual weapons and tools or 
even 3D virtual human characters used as avatars. For example, Sony is proposing 
Station Exchange [1] (Fig. 1), to allow players exchanging virtual characters. On 
the other hand, the recent advent of efficient and accurate acquisition systems and 
reconstruction platforms has potentially increased the availability and dissemination 
of complex digital shapes such as Virtual Humans [2, 3]. As a consequence, the 
supply and demand for Virtual Human will probably rapidly expand. However, the 
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infrastructures that would be required for sharing large databases of Virtual Human 
models and populating Virtual Environments are still not mature; moreover a 
common understanding to share this models and their information does not exist. 

 

 

Fig. 1. Snapshot from a Virtual Character proposed for auction on the Sony Station Exchange 
web server 

Considering a Virtual Environment, the individualization of character is possible, 
but it is limited to some body shapes and changes of skin and hears colors, garments, 
accessories, etc. a large variety is not accessible. This is because it is expensive for 
designers to create a large number of characters and accessories. As a consequence, 
we may consider other techniques for the creation of virtual humans such as scanning 
and example-based or knowledge-based methods [2, 3] (Fig. 2). Therefore we have 
more options for shape creation. 

The conventional shape acquisition and processing pipeline severely neglects to 
manage and take advantage of the knowledge associated to shapes as it would be 
required to efficiently share and interoperate their digital representation. Moreover, 
digital shapes such as Virtual Humans include different layers of semantic 
information. A Virtual Human is usually considered to a limited extent as a 3D shape 
with control animation structures. This representation only counts for a physical 
representation and movement control of the Virtual Human. However Virtual Human 
models should not only provide a physical representation of Humans: they need to 
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personify Humans as described by Kshirsagar et al. in [4]. Processing a 3D model of a 
human to its virtual similar can be seen as anthropomorphism or personification. 
Anthropomorphism1, also referred to as personification2 or prosopopoeia, means to 
concede human attributes to inanimate objects. These attributes may include 
sensations, emotions, desires, physical gestures and expressions, and powers of 
speech, among others. In our context it consists in representing a virtual counterpart 
of a real or “potential” Human from a virtual 3D shape.  

 

 

Fig. 2. Example of a scanned body shape from the CAESAR database 

Such a representation ideally requires embedding different levels of knowledge:  

• Geometric: What is the mesh resolution of the Virtual Human shape? 
• Animation: What is the level of articulation of the Virtual Human model and 

is it able to perform a specific given sequence of motion? 
• Morphological: What is the size, gender, or weight of a Virtual Human 

model?  
• Behavioral: What are the skills, the mental state or the mood of a Virtual 

Human model? 
 

These levels are intricately related: the size of a Virtual Human can be computed 
from the 3D shape of the body; the mental state will influence the gestures and motion 
that the Virtual Human can perform and the way it will perform them. 

Current 3D search engines such as the Princeton 3D models search engine [5-8], 
are based on a few geometric metadata and 2D/3D shapes similarity and they are not 
able to process Virtual Human models deeper than at the geometric level [9]. There 
exists an obvious need to represent and store a Virtual Human model as a virtual 
personification of Humans. This representation should include the different layers of 
knowledge and semantic information so that every Virtual Human model can be 
efficiently searched and shared for populating Virtual Environments with avatars or 
autonomous characters. 

                                                           
1  http://en.wikipedia.org/wiki/Anthropomorphic 
2  http://en.wikipedia.org/wiki/Personification 
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Search is commonly performed using keywords or specific values of fields in the 
databases. This way of searching is very limited for complex multimedia objects such 
as Virtual Humans. For improving it we propose to use Ontologies, the technology 
used in the semantic web. The most complete language to express semantics is 
Ontology Web Language (OWL) [10]. This language is created upon Resource 
Definition Framework (RDF) [11]. OWL is a more expressive language than RFD, it 
provides relations between concepts in a logic way. Therefore it is possible, if 
implemented in a search engine, to make queries in natural language with a detailed 
criterion. In the sections 2 and 3 of this paper, we present the principal considerations 
for creating virtual individuals and some existing standards and good practice within 
these representations. In section 4 we present the structure of the proposed ontology. 
Using this ontology, we present a usage scenario that creates an individual from a 
semantic description is presented in section 5. Finally the conclusions and future work 
are presented in section 6. 

2   Virtual Human Personification 

The personification process [12] in virtual humans includes mainly 3 stages: 

2.1   Physical Personification 

This aspect is related to the visual appearance of the Virtual Humans. We can 
consider 2 levels. The primary one that is mandatory regarding the human body itself 
and the secondary one that is optional regarding the  

2.1.1   Primary Physical Personification 
This personification step is dedicated to the modeling of 3D shape of the body. 
Although any 3D modeling software would provide the basic functionalities to create 
a 3D human body shape, new methods have been recently investigated in order to 
provide more intuitive approaches based on: parameterized human models; fitting 
predefined template or existing knowledge [13-17]. The scanning technology allows 
improving these new approaches by providing large amount of real data [2, 3]. 
Template-based method can be therefore improved by using statistical analysis 
methods to optimize the parameterization and control of the template model. 

2.1.2   Secondary Physical Personification 
This step is dedicated to an optional personification step, which consists in attaching 
accessories and artifacts (explicit hair, clothes, tools, jewels…) to the body shape. 
Accessories and artifacts are 3D shapes that are attached to some specific location of 
the body shape using landmarks. 

Both categories refer to 3D geometry and share common characteristics. These 
characteristics refer those of any 3D shape; they can be: number of vertex, number of 
edges, a classification (mesh, contour, curve, etc), scale factor, material, texture, etc. 
Accessories and artifacts are connected to the body shape using landmarks that are 
located on the body surface. These landmarks are mainly 3D points or eventually 3D 
curves. 
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2.2   Expressional Personification 

Here we consider all aspects to give movement to a shape. As mentioned before for 
animating a character there is an implementation of articulation (skeletal structure) 
that drives the shape. As a result we have animation values to give to the articulations 
and shape deformation (skin binding). Shape deformation may be attached to the 
shape, or inside an algorithm. To produce animation values exist many techniques, we 
can split them in motion capture and key frame [18]: 

2.2.1   Motion Capture  
This animation technique is made with recorded movements of a real person using 
sensors in his body. This technique is more natural, but it is not easy to modify it; 
normally it is attached to a specific anatomy, and a lot retargeting work has to be 
made for reusing it.  

2.2.2   Keyframe Animation  
It is mainly defined as important frames that record the values of articulations, and the 
computer calculates with an interpolator the frames in between to produce the 
animation. This kind of animation can use other techniques as Inverse kinematics or 
dynamics. Its advantage is that one has high control of the animation but they are not 
realistic.  

2.3   Logical and Emotional Personification 

This is an open issue in research, where the results are the implementation of different 
kind of models to simulate behaviors [19, 20]. This model depends on the level of 
autonomy of the character. While less level of autonomy more complex is the model. 
Most of the created models are for completely autonomous characters. However those 
models have some characteristics in common, like the use of psychological models to 
represent affect (personality, emotion, mood, etc). It is important the representation of 
this individual characteristics, because they can be used to give expressions in 
animation, like happiness, anger, tiredness, etc. In fact some emotions are identified to 
drive synthetic animations [21]. 

We have mentioned the process that is followed in the creation of individual virtual 
humans. In the next section we will translate this process in terms of computational 
representation in a common practice. 

3   Virtual Human Representations 

Existing representations for Virtual Humans can be classified into two main 
categories: physical personification representations and anthropomorphic 
representations. The most developed is dedicated to physical representation and it is 
principally intended to describe the body shape, and control with joint motions or key 
frame animations. The other category is dedicated to provide higher level of 
personification with human-like attributes such as anthropometric or personality 
descriptors. Many of them are oriented to offer some kind of scripting animation 
language that allows defining expressive animations (i.e. animations that depicts 



 In Search for Your Own Virtual Individual 31 

emotions and behavior).  None of these representations offers a common ground to 
integrate and cover all the aspects related to the personification of a Virtual Human 
models. 

3.1   Physical Personification Representation 

Most of these models are focused towards the representation and storage of: 

• One or more 3D shapes that represent the outer shape of the body,  
• Control animation structures, which include mainly an articulated control skeleton 

for the body. 
• Skin binding information, which defines the way skin meshes are controlled and 

deformed according to skeleton motions. 

 

Fig. 3. (a) Skeleton (left) and skin modeling (right), (b) skin binding to the skeleton, (c) 
skeleton motion (left) and skin deformation (right) 

These models are limited to the representation of the physical and expressional 
personification levels. They provide a low level of personification and ensure that the 
Virtual Human model look and move similarly to a real one. The main issue is to model 
an articulated skeleton that is able to reproduce as close as possible the degrees of 
freedom of the anatomical skeleton and to keep the 3D skin realistically adjusted around 
the skeleton for any posture with Skeleton Driven Deformation [22, 23] (Fig. 3). 

The best way to share this physical representation is through standards. In 
computer graphics exists the standardization for the animation structure in H-Anim 
[24] standard. This structure mainly represents a simplified human skeleton with 



32 L. Moccozet et al. 

some specifications of the name, number and components of human articulations, as 
presented in the figure 4. This standard has been used or could be used in many 3D 
exchange formats like MPEG-4 [25], VRML/X3D [26], Collada [27], CAL3D [28], 
BVH [29], etc. It provides an articulated structure with standard nomenclature and 
best practice. A typical example of the benefit of such standards is that an animation 
sequence can be shared among different 3D characters if they use H-Anim standard as 
animation control structure.  

Still these formats can address much more detailed information of Virtual Human, 
like the level of articulation, level of detail, joint limit, joint coupling, etc. This kind 
of information is impossible to know at first instance, and they are important at the 
time of animating. MPEG-4 is also considering the face and facial animation and 
provides a scheme to control facial expressions based on control points. Facial 
animation in MPEG-4 also provides premises for higher level representation by taking 
into account six basic emotions (happiness, sadness, surprise, fear, anger and disgust). 

 

Fig. 4. H-ANIM standard representation or articulated Virtual Human 

3.2   Anthropomorphic Representations 

This type of representation allows addressing higher levels of knowledge, mainly 
morphology and behavior, which complete the personification of the Virtual Human 
models. A typical example of such representation model is the Human Markup 
Language. These representations are either too much targeted for a specific type of 
applications or too much abstract regarding the physical representation aspect. 

3.2.1   Multi-purposes Representations 
The Human Markup Language is an XML based representation proposed by the 
OASIS Human Markup Technical Committee. According to the Human Markup 
Language Primary Base Specification 1.0 [30, 31], the scope of the Human Markup 
Language is quite broad as it targets applications such as enabling real-time animated 
behaviors for 3D representations of humans to enhancing diplomatic communication 
with translation services and/or applications capable of making provisions for cultural 
practices. The Human Markup Language is expected to describe a fundamental set of 
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characteristics of human entities and human activities as they occur in digital 
information systems. All these characteristics can be applied to represent artificial 
humans as well as real humans. 

The Human ML basically includes simple types, such as age, gender or physical 
descriptors (weight, hair color, eye color…) and complex types such as Address, 
Human artifact (clothes, jewels…), Belief, Human Communication Channel, 
Community as an Abstract Human Organization, Human Culture, Human Emotion, 
Geolocator, Haptic (defined as the strength, location, and body part used in a touching 
behavior), Human Intent, Kinesic (Human Movements), Human Personality Type… 

3.2.2   Anthropometric Representations 
For representations such as the one proposed in [32], the target is CAD-CAM 
simulations involving human activities. The objective is to be able to query an 
inhabited Virtual Environment for controlling and analyzing CAD-CAM simulations. 
The proposal for representing Virtual Humans is focused towards the anthropometric 
attributes. It considers 1) human information: gender, stature, age, mass, joints, 
clothing, nationality...; 2) human's state: orientation, location, direction of motion, 
posture, joint angle... It also takes into account clothing, objects and environment. 

3.2.3   Behavioral Representations 
Other specific representations have been proposed with a more focused scope of 
application. Most of them are more scripting languages dedicated to represent 
animation of Virtual Human than representing the Virtual Human itself. The 
Character Mark-up Language (CML) is an XML-based scripting language proposed 
to link available engines for generating and controlling believable behavior of 
animated agents with the corresponding animated representations [33]. The Avatar 
Markup Language (AML), also based on XML, aims at encapsulating the Text to 
Speech, Facial Animation and Body Animation in a unified manner with appropriate 
synchronization [34]. The Emotion Annotation and Representation Language (EARL) 
[35] is focused in the behavioral aspects Emotion-oriented (or "affective") computing. 
They provide an annotation of emotions like intensity, variation, confidence, etc.; 
with the goal of interpretation and generation of behaviors. 

Those XML languages offer a description for the representation of the concepts; 
they are adequate for annotation, and to provide a standardization of terms. According 
to the semantic stack [36] the next step is to define an ontology to provide a semantic 
meaning of the content.  

4   Ontological Representation of Virtual Humans 

Once we have a data structure and data concepts we can specify the relation of 
concepts to build the formalization of the knowledge. A diagram of the ontology is 
presented in the Figure 5. The concepts that are circled are subclasses of the concept 
resource (in the bottom of the diagram). Resource is the content that the user gets 
when searching for something. Resources have properties like file info (extension, 
size, URL), version, Author, creation date, etc. Some of the resources can be found in 
separated files or more than one in the same file. For the case of behavior controller 
the user can get an algorithm.  
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Each shape representation we identified in the previous sections is represented as a 
concept; they are described in the ontology as follows: 

 

Fig. 5. Ontological representation of a Virtual Human 

Geometry (hasGeometry, hasObject, hasGarment): The geometry is the physical 
visual representation of the Virtual Human and his two aspects, primary: body shape, 
and secondary: accessories, garments, etc. Therefore, we can create a general 
description for any kind of geometry shape and heritage its properties to specialized 
subclasses, specifically for Virtual Humans or objects. This common class contains 
the geometric properties: number of vertex, edges, scale, material and texture. The 
Virtual Human has a Geometrical Representation where we can know the kind of 
geometry it has (e.g. Surface mesh). 

 
Animation (hasStructure, hasAnimation): The animation of Virtual Human can be 
for face or body. Each one has a format defined (MPEG-4, VRML, etc.), The way of 
animating each other is different, and it is possible to specialize the content of a face 
animation; for example if we have a happiness expression we can classify the 
animation values [37]. Body animation can be classified in KeyFrame or MoCap 
(Fig. 6). In order that an animation can take place, the character model should share 
the same kind of structure as the animation. This structure is defined in the Structural 
Descriptor (Fig. 7). We have based this structure in the H-Anim standard, which in 
fact is adopted in most of the geometry and animation file formats; however, any  
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Fig. 6. Overview of the animation descriptor in the ontology 

 

Fig. 7. Overview of the animation descriptor in the ontology 

other structures can be also represented. The Motion Capture animation has also some 
special properties such as the morphology of the actor. This can be useful to predict 
and support the work one has to do in order to retarget an animation for a model with 
a different morphology. 

 
Morphology (hasMorphology): Morphological Descriptor (Fig. 8) contains the 
information like: Age, weight, height, gender. This information is used to describe the 
Virtual Human body shape as people are used to do it for real human beings. 
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Fig. 8. Overview of the morphology descriptor in the ontology 

Behavior (hasBehavior, hasIndividuality): Individual Descriptor (Fig. 9) and 
Behavior controller are for describing the behavior. The Individual descriptor contains 
the constant definition of the behavior of the Virtual Individual like his personality or 
cultural identification, background. The behavior controllers are algorithms that drive 
the behavior of the character considering the emotional state and its individuality.  

 

Fig. 9. Overview of the individuality descriptor in the ontology 

This is a simplified version of the ontology with the most important definitions we 
have explained in this paper; however much more information has been considered, 
for example the structure of H-Anim (joints and segments), the animation formats of 
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MPEG-4 (FAP, BAP), etc. Finally we can see in the diagram that there is a lot of 
information around one concept, the Virtual Human. There are physical concepts and 
abstract concepts that give the meaning to the Virtual Human. In the next section we 
will present a case when a user wants to build its own virtual character from scratch 
by searching the desired components in the ontology. 

5   Create a Virtual Individual 

To give an example of the creation of a virtual individual we present the process we 
may follow for playing a specific type of motion animation sequence. Here we have 
used Protégé [38] to create the instances of some of our resources. Also in Protégé 
with the nRQL [39] plug-in we search for the components we want.  

 

Fig. 10. Example of the creation of virtual individual 

This example is illustrated in the figure 10. Let’s say that our designer, Mireille, 
wants an animation of a woman dancing; she looks in the ontology for animations of 
women that have the keyword dancing. She found one in C3D [40] format which can 
be open it in Motion Builder [41];, there she makes a retargeting of the MoCap 
animation to the H-anim skeleton, and she exports the animation to 3DMax [42]. 
There, she can export the animation in our proprietary format WRK, using a home 
made plug-in, this format uses H-Anim standard. She found that the mocap animation 
is made for a woman of 1.70 m. Therefore, she needs to search for a woman with a 
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height of 1.70 m, with a structure of H-Anim, and also with a number of polygons 
between 50k and 80k, because that is the range we can load models and animate in 
our viewer without problems. She found a model in Collada format that can be 
opened in 3DMax, and exported in the format we use in the lab. Finally we can load 
both model in a 3D sequence viewer and play the animation.  

This process can take 30 minutes in the best case, and much more depending on 
how “clean” are files that the designer got. We have noticed the benefit it could imply 
if we simplify the work using an optimized search like the one above. Currently a 
designer would first need to locate and identify the dancing sequence by playing each 
of the available animation sequences, and then to check if the dancing sequence fits 
the selected human model. They may have to do a lot of retargeting job because the 
scale of the model it was made the animation is not the same as the model we want to 
apply to, and much more other issues. 

More complicated search can take more time in the adaptation. For example, when 
one can use more complex elements in a scenario where the user search for a 
behavioral algorithm, and with the information annotated in it (e.g. what kind of 
character the algorithm can be applied?), the user can search for the missing elements 
depending on the algorithm’s requirements. 

6   Conclusions and Future Work 

In this paper we have proposed an approach to share 3D content, specifically for the 
creation of virtual individuals. We have considered 3 essential elements that are 
involved in the creation of these characters: geometry, animation, morphology and 
behavior. We have presented an ontology that makes explicit the relation of the 
elements, and we have presented a scenario where the knowledge of the semantics of 
the elements can improve the creation of virtual characters. We encourage the use of 
standards to be able to achieve examples as the one proposed in section 5, because the 
process of sharing models among designers or institutions is almost impossible 
because of the lack of the use standards and semantics. In the context of 
standardization the knowledge we may look at the existing XML proposals mentioned 
in the section 3.2 to ensure that other contributions that go in the same direction are 
compatible. In that way the standardization of the knowledge can take place. 

Within our future work, we consider the implementation of a searching application 
for this ontology. We need a search engine capable of making reasoning. This is 
taking place within the AIM@SHAPE network [43, 44]. Moreover, a difficult issue 
that needs to be faced is at the moment of extraction of metadata from resources to 
populate the ontology. However, the extraction of the metadata form the most of the 
3D files can be made with applications to automate the process.   
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Abstract. MPEG-7 can be used to create complex and comprehensive
metadata descriptions of multimedia content. Since MPEG-7 is defined
in terms of an XML schema, the semantics of its elements have no for-
mal grounding. In addition, certain features can be described in multiple
ways. MPEG-7 profiles are subsets of the standard that apply to spe-
cific application areas, which can be used to reduce this syntactic vari-
ability, but they still lack formal semantics. In this paper, we propose
an approach for expressing semantics explicitly by formalizing the se-
mantic constraints of a profile using ontologies and rules, thus enabling
interoperability and automatic use for MPEG-7 based applications. We
demonstrate the feasibility of the approach by implementing a validation
service for a subset of the semantic constraints of the Detailed Audiovi-
sual Profile (DAVP).

1 Introduction

The amount of multimedia data being produced, processed and consumed is
growing, as is the number of applications dealing with multimedia content. In
many of these applications, metadata descriptions of the content are impor-
tant. MPEG-7 [13], formally named Multimedia Content Description Interface,
is designed as a standard for representing such descriptions in a broad range
of applications. In order to cover diverse requirements scenarios [16], many de-
scriptors and descriptions schemes, as well as the relationships between them,
have been defined. The descriptors and description schemes are together referred
to as description tools, and a description is a particular instantiation of these.
There are description tools for diverse types of annotations on different semantic
levels, ranging from very low-level features, such as visual (e.g. texture, camera
motion) or audio (e.g. melody), to more abstract descriptions. The flexibility
of MPEG-7 is very much based on structuring tools, which allow descriptions
to be associated with arbitrary multimedia segments or regions, at any level of
granularity, using different levels of abstraction.
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The downside of the breadth targeted by MPEG-7 is its complexity and
its fuzziness [1,19,21]. For example, very different syntactic variations may be
used in multimedia descriptions with the same semantics, while remaining valid
MPEG-7 descriptions. Given that the standard does not provide a formal seman-
tics for these descriptions, this syntax variability causes serious interoperability
issues for multimedia processing and exchange, for example on the Web. To re-
duce this syntax variability, MPEG-7 has introduced the notion of profiles that
constrain the way the multimedia descriptions should be represented for partic-
ular applications. However, these additional constraints, such as the MPEG-7
description tools, can only be represented in XML Schema, which allows only
very limited control over the semantics of the descriptions [9,14,18]. Because of
this lack of formal semantics, the resulting interoperability problems prevent an
effective use of MPEG-7 as a language for describing multimedia.

In this paper, we propose a method to formalize the semantic constraints of
an MPEG-7 profile and a semantic validation service using the formalization.
In contrast to other work [4,9,18,20], we do not intend to completely map the
MPEG-7 description tools onto an OWL ontology [15,17], but rather to use
Semantic Web technologies to represent those constraints defined in natural lan-
guage in the standard that cannot be expressed using XML Schema.

The paper is organized as follows. In the next section, we present a scenario
motivating our work and justify the need for a partial formalization of MPEG-7.
In section 3, we briefly introduce the notion of MPEG-7 profiles and we describe
one of them as an example illustrating our work. In section 4, we detail how the
MPEG-7 profiles can be formalized using Semantic Web technologies, building
first an OWL ontology and rules capturing the semantic constraints, and devel-
oping then some tools converting from the XML-based MPEG-7 descriptions to
RDF triples. In section 5, we illustrate the use of this work by describing an
implemented Web-based application providing a semantic validation service for
MPEG-7 multimedia descriptions. Finally, we give our conclusions and outline
future work in section 6.

2 Motivating Scenario

The MPEG-7 description tools (Descriptors and Description Schemes) are rep-
resented using the Description Definition Language (DDL), the core part of the
standard. Having collected high-level requirements [16] for the language, several
DDL proposals have been proposed and evaluated [11]. A decision was taken to
adopt the XML Schema recommendation [22] as the most appropriate schema
language1. The MPEG-7 XML Schema defines numerous elements, types, and
rules for their valid combinations. The standard, however, allows the specification
of different descriptions with equivalent semantics. This raises interoperability
problems when exchanging MPEG-7 descriptions, where different applications
may use the standard differently.
1 Several extensions (array and matrix datatypes) have been added in order to satisfy

specific MPEG-7 requirements.
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The following simple MPEG-7 description example illustrates the problem.
The example is a format for reference data from the TREC Video Retrieval
Evaluation, where the goal is to describe the shot structure of a video and the
key frames representing each shot. The sample shown in Figure 1 is part of a
description that validates against the MPEG-7 XML Schema. However, without
additional knowledge about how MPEG-7 has been used, one cannot grasp the
semantics of the elements in the description. For instance, the VideoSegment is
used to represent at the same time the whole video content, the shots and the
key frames.

<VideoSegment id="TRECVID2005_1"> <!-- whole video -->

<MediaLocator>

<MediaUri>20041116_110000_CCTV4_NEWS3_CHN.mpg</MediaUri>

</MediaLocator>

[...]

<TemporalDecomposition gap="false" overlap="false">

<VideoSegment id="shot1_1"> <!-- shot -->

<MediaTime>

<MediaTimePoint>T00:00:00:0F30000</MediaTimePoint>

<MediaDuration>PT00H00M03S26116N30000F</MediaDuration>

</MediaTime>

<TemporalDecomposition>

<VideoSegment id="shot1_1_RKF"> <!-- key frame -->

<MediaTime>

<MediaTimePoint>T00:00:01:27057F30000</MediaTimePoint>

</MediaTime>

</VideoSegment>

</TemporalDecomposition>

</VideoSegment>

[...]

</TemporalDecomposition>

</VideoSegment>

Fig. 1. A valid MPEG-7 shot structure description from the TRECVID evaluation

More generally, the problem comes from the modeling foundations of the lan-
guages used. XML Schema allows the derivation of new element types from
existing ones, either by restriction or by extension. However, even if this deriva-
tion mechanism is reminiscent of the inheritance of object-oriented programming
languages, it is rather a reuse of the content model defining the super type. The
purpose of XML Schema is to define and to reuse the definitions of types and
elements, that is, the set of syntactic constraints that define their content model,
whereas well-defined semantics is the basis of the Semantic Web technologies.
Coming back to our example, a proper OWL modeling of the VideoSegment
should come with the definition of three different concepts rather than a single
element type.
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To overcome this interoperability issue, MPEG-7 has introduced the notion
of profiles that constrain the use of subsets of the language, suitable for certain
application domains (see section 3). For example, one can convert the previous
MPEG-7 description into another one, conforming to the Detailed Audiovisual
Profile (DAVP) [1], which specifies a number of semantic constraints in textual
form. The conversion can be done by a straightforward XSLT transform that
adjusts the structure of the description and adds the additional elements and
attributes that are required by the DAVP schema. The result corresponding to
Figure 1 is partly shown in Figure 2.

<VideoSegment id="TRECVID2005_1">

<StructuralUnit

href="urn:x-mpeg-7-davp:cs:StructuralUnitCS:2005:vis.programme"/>

[...]

<TemporalDecomposition gap="false" overlap="false"

criteria="visual shots">

<VideoSegment xsi:type="ShotType" id="shot1_1">

<StructuralUnit

href="urn:x-MPEG-7-davp:cs:StructuralUnitCS:2005:vis.shot"/>

<MediaTime>

<MediaTimePoint>T00:00:00:0F30000</MediaTimePoint>

<MediaDuration>PT00H00M03S26116N30000F</MediaDuration>

</MediaTime>

<TemporalDecomposition criteria="key frames">

<VideoSegment id="shot1_1_RKF">

<StructuralUnit

href="urn:x-MPEG-7-davp:cs:StructuralUnitCS:2005:vis.keyframe"/>

<MediaTime>

<MediaTimePoint>T00:00:01:27057F30000</MediaTimePoint>

</MediaTime>

</VideoSegment>

</TemporalDecomposition>

</VideoSegment>

[...]

</TemporalDecomposition>

</VideoSegment>

Fig. 2. A valid MPEG-7 shot structure description conforming to the DAVP profile

Additional elements include the StructuralUnitelement on the segments that
specify its semantic type (shot or key frame) and the criteria attribute of the
decompositions. With these additional elements and attributes, it is then possi-
ble to distinguish between the different types of elements for which VideoSegment
has been used. This enrichment of the XML schema allows more explicit expres-
sion of the structure of the description. The semantics of the DAVP constraints
cannot, however, be formalized using XML Schema and thus cannot be checked
for full semantic conformance. For example, the DAVP XML Schema requires the
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StructuralUnit elements and criteria attributes to be present. But there is no
way to check if their values are set correctly, for example, whether a key frame
of a shot is a part of its temporal decomposition, or whether a key frame is not
further decomposed into subparts. One can still put a VideoSegment element at
any place allowed by the XML Schema and assign it the StructuralUnitvalue for
key frame, or decompose a key frame further. The resulting description would still
conform to the schema, although it would violate the non-formally represented
semantic constraints of DAVP. Similarly, both the MPEG-7 and the DAVP XML
schemas are able to specify whether a temporal decomposition of a video segment
contains some gap, or whether the sub-segments overlap, by stating a true/false
value for the corresponding XML attributes. It is not possible, however, to validate
whether these values actually correspond to the time-coded temporal decomposi-
tion for a given description using only XML Schema conformance tools.

To summarize this discussion, we observe that the differences between the
TRECVID MPEG-7 format and the DAVP MPEG-7 format prevent the ex-
change of the descriptions across applications, although the descriptions contain
the same information. Worse, because of the lack of a formal definition of their
semantics, it is not possible to automatically define mappings between the cor-
responding elements of the two descriptions. We thus propose a general method
for formalizing the semantic constraints of any MPEG-7 profile.

3 MPEG-7 Profiling

Profiles have been proposed as a means of reducing the complexity of MPEG-7
descriptions. As specified in the standard, the definition of a profile consists of
three parts, namely: i) description tool selection, i.e. the definition of the subset
of description tools to be included in the profile, ii) description tool constraints,
i.e. definition of constraints on the description tools such as restrictions on the
cardinality of elements or on the use of attributes, and iii) semantic constraints
that further describe the use of the description tools in the context of the profile.
The first two parts are represented using the MPEG-7 DDL and result in a spe-
cific and more constrained XML Schema. The third part is currently expressed
in natural language which prevents any automated process from efficiently tack-
ling the complexity and interoperability problems associated with the use of
MPEG-7 profiling for describing multimedia content.

3.1 Semantic Constraints

The semantic constraints in a profile can be compared to the prose descrip-
tions specifying the semantics of any MPEG-7 descriptor or description scheme:
both are written in natural language. Because of the generic nature of many
description tools and the envisioned broad application area of MPEG-7, these
descriptions do not contain many constraints with respect to their use. A profile
is tailored to fit the needs of a much narrower application area, and thus the
intended use of the description tools is better defined. The semantic constraints
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of the profile definition render the use of its description tools more precisely and
thus avoid ambiguities in the descriptions.

The more generic and flexible a description tool is, the greater the need for
semantic constraints. This is especially true for the structuring tools that allow
the building of arbitrary hierarchical structures describing the media, spatial or
temporal decompositions of the content into any kind of regions or segments. A
profile can further specify the allowed structural decompositions for a given docu-
ment type, genre or application. For example, a general VideoSegment descriptor
describes some temporal segment of a video. In contrast, a VideoSegment used
in the description structure of a profile might have a much more well-defined
semantics. Hence, it can be refined in Shot, KeyFrame and Transition if the
targeted application is to describe an automatic shot structure detection, or in
Report, Interview and IndoorStudio in the context of the description of a
weekly sports magazine broadcast on a TV channel [18].

3.2 Existing Profiles

Several profiles have been under consideration for standardization. Among them,
the Simple Metadata Profile (SMP) allows the global definition of the general
metadata of multimedia content of simple collections. The User Description Pro-
file (UDP) consists of tools for describing user preferences and usage history in
order to personalize multimedia content delivery. The Core Description Profile
(CDP) contains the tools for the description of relationships between multimedia
content, media information, creation information, usage information and seman-
tic information. However, none of these adopted profiles include the visual and
audio description tools that are useful, for example, for representing the results
of feature extraction or automatic analysis of audiovisual content. Nor do they
include the semantic constraints of the selected description tools that clarify how
they should be used in the profile.

To overcome this flaw, a profile for the detailed description of single audio-
visual content entities called Detailed Audiovisual Profile (DAVP)2 has been
proposed in [1]. This profile includes many of the MDS tools as well as those
for audio and visual features description. Furthermore, it has been designed for
improved support of interoperability between systems using MPEG-7, by avoid-
ing possible syntax ambiguities and clarifying the use of the description tools
in the profile. The semantic constraints thus play a crucial role in the DAVP
definition since they define and constrain the use of the MPEG-7 description
tools in the context of the profile. Because of the lack of formal semantics of
XML Schema, these constraints are only described in textual form in the profile
definition.

In summary, profiles are tailored towards specific application areas. They come
with a schema that selects and further constrains a subset of description tools of
the standard. Nevertheless, this does not solve the interoperability problem since
the existing profiles are defined using the same informal notation as MPEG-7.

2 http://mpeg-7.joanneum.at
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4 Defining Semantics of MPEG-7 Descriptions

We detail in this section our approach to define the missing semantics layer on
top of existing MPEG-7 profiles (section 4.1). We show that this task amounts
to defining an ontology capturing the semantics of a given profile (section 4.2)
as well as some additional rules to fully represent all its semantic constraints
(section 4.3).

4.1 Overview of the Proposed Approach

MPEG-7 profiles are able to restrict the syntax variability of MPEG-7 descrip-
tions (section 2). However, they cannot represent and thus check the correct use
of the description tools according to their informal yet intended semantics. We
therefore propose the following layered approach to validate semantically the
conformance of MPEG-7 descriptions to a given profile:

Well-formedness. The MPEG-7 description is a well-formed XML document.
Validity. The description document validates against the full MPEG-7 XML

Schema and the MPEG-7 profile it claims to conform to.
Semantics Consistency. The description is consistent with the ontology and

rules describing the semantic constraints expressed informally in both the
MPEG-7 standard and the profile definition.

We propose to use Semantic Web languages to express these constraints, and
later inference tools to check the semantic consistency of the descriptions. The
whole task can then be carried out with an appropriate combination of the
following languages [10]:

– Using XML Schema to define largely structural constraints, i.e. what types
are allowed and how they may be combined;

– Using OWL to formally capture the intended semantics of particular descrip-
tion tools;

– Using XSLT to convert from the original XML descriptions to RDF state-
ments to assert the class-membership of particular description tools due to
the presence of certain properties;

– Using additional rules to express relationships between structurally different
but semantically equivalent constructs.

Therefore, achieving interoperability for MPEG-7 descriptions requires an on-
tology formally describing the profile (in terms of the concepts used) the MPEG-7
description purports to adhere to, and a way to convert automatically from the
descriptions, the instances of the concepts modeled in this ontology. As an ex-
ample, we show in section 4.2 how this method can be realized for the particular
DAVP profile. The OWL expressivity being not enough for capturing all the
semantics constraints, we give in section 4.3 some example rules to finalize the
semantics formalization.
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4.2 Building a Profile Ontology

Several attempts have been made to map the MPEG-7 description tools onto
an OWL ontology. An automatic mapping from XML Schema to OWL covering
the whole standard has been proposed [4,20]. However, without re-engineering
work, the resulting ontology is unable to capture the intended semantics, not
represented in the MPEG-7 schema, of the description tools. Other attempts
have manually modeled an MPEG-7 ontology. However, the result is either re-
stricted to the upper level elements and types of MPEG-7 [9], or adapted to a
very specific use of the standard in a particular application [18]. Furthermore,
the additional semantic constraints specified in the profile definitions cannot be
taken into account.

Given this experience, we do not intend to completely map the MPEG-7 de-
scription tools onto an OWL ontology. We observe that there is also no need
to model the complete profile definitions in the ontology. We therefore only
capture the semantic constraints that cannot be handled by pure XML Schema
tools [2]. For example, for the DAVP profile, we model a DAVP ontology contain-
ing the concepts and properties necessary to represent some structural restric-
tions using a container-contained pattern (hasParent). In this ontology, both
GlobalTransition and Shot classes are defined as a subclass of a VideoSegment
with a particular value for the hasStructuralUnitproperty. The class KeyFrame
is also defined as a VideoSegment but one that cannot be further decomposed
temporally and that must be contained in a Shot. Figure 3 shows part of the re-
sulting DAVP ontology for later describing a shot/keyframe structure compliant
with the DAVP profile.

One of the problems underlined in section 2 was that a single description tool
(e.g. VideoSegment) can be used in different contexts with a different seman-
tics. It is now possible to model these different concepts in the ontology and to
automatically instantiate them from the XML descriptions using the additional
DAVP information. The functional role of a VideoSegment can be inferred by
an OWL reasoner given the value of its hasStructuralUnit property.

Finally, it has to be noted that some constraints implicitly defined in MPEG-7
are not formalized in the ontology. We detail in the next section how logical rules
can be used to capture these additional constraints.

4.3 Using Additional Rules for Expressing All Semantic Constraints

The limitations of XML Schema, especially with respect to MPEG-7, have been
discussed earlier in this paper. OWL itself has some serious limitations regard-
ing the composition of properties [6,8]. The often cited example is the obvious
relationship between the composition of the isParentOf and isSiblingOf prop-
erties in conjunction with the class Male that yields the isUncleOf property:

Male(x) � isSibling(x,y) � isParentOf(y,z) |= isUncleOf(x,z)

Using rules in combination with Description Logics has been investigated for
quite a long time, thus a range of proposals exists [3,5,12]. In the Semantic
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Web stack, it is expected that a rule language will complement the ontology
layer. For example, the Semantic Web Rules Language (SWRL) [7] is a Horn
clause rules extension to OWL for describing relationships between a composite
property and other properties. Using SWRL would be a desirable approach, but
was not feasible in practice since at the time of writing, no native SWRL-rules
engine exists. The Jena Framework3 is an example of an available integrated
system combining an OWL reasoner with rules, and supporting both forward and
backward reasoning. The rules are expressed in the N3 format, and the support
of built-ins (validation, non-monocity) and RDF/OWL reasoning facilities are
good arguments for its practical usage at the moment.

Class(a:Segment) Class(a:VideoSegment partial

a:Segment

restriction(a:hasStructuralUnit cardinality(1)))

Class(a:VideoProgrammeSegment complete

a:VideoSegment

restriction(a:hasStructuralUnit value (

mpeg7:urn_x-MPEG-7-davp_cs_StructuralUnitCS_2005_vis.programme)))

Class(a:GlobalTransition complete

a:VideoSegment

restriction(a:hasParent allValuesFrom(a:VideoProgrammeSegment))

restriction(a:hasStructuralUnit value (

mpeg7:urn_x-MPEG-7-davp_cs_StructuralUnitCS_2005_vis.transition)))

Class(a:Shot complete

a:VideoSegment

restriction(a:hasKeyframe minCardinality(1))

restriction(a:hasParent allValuesFrom(a:VideoProgrammeSegment))

restriction(a:hasStructuralUnit value (

mpeg7:urn_x-MPEG-7-davp_cs_StructuralUnitCS_2005_vis.shot))))

Class(a:Keyframe complete

a:VideoSegment

restriction(a:hasParent allValuesFrom(a:Shot))

restriction(a:hasTemporalDecomposition maxCardinality(0))

restriction(a:hasStructuralUnit value (

mpeg7:urn_x-MPEG-7-davp_cs_StructuralUnitCS_2005_vis.keyframe))))

Fig. 3. Excerpt of the OWL ontology corresponding to the DAVP profile using an
abstract syntax

Figure 4 shows part of the rule set used in our system to check for semantically
invalid constructs in an MPEG-7 DAVP description. The first rule states that a
KeyFrame without the required StructuralUnit descriptor will raise an error,
while the second rule states that a KeyFrame must be contained in a Shot. When
an invalid instance is found, it is annotated with a hasError property that can
later be queried with SPARQL.
3 http://jena.sourceforge.net/inference/ and
http://jena.hpl.hp.com/juc2006/proceedings.html



50 R. Troncy et al.

# KeyFrame must have the appropriate structural unit

[keyframe_no_SU_rule:

(?k a mpeg7:KeyFrame),

noValue(?k mpeg7:hasStructuralUnit

mpeg7:urn_x-mpeg-7-davp_cs_StructuralUnitCS_2005_vis.keyframe)

->

(?k mpeg7:hasError mpeg7:DAVPViolationError)]

# KeyFrame must be contained in a Shot

[misplaced_keyframe_rule:

(?k a mpeg7:KeyFrame),

(?k mpeg7:hasParent ?s),

noValue(?s a mpeg7:Shot)

->

(?p mpeg7:hasError mpeg7:DAVPViolationError)]

Fig. 4. Example rules expressed in the Jena rule language

In the same way, the Jena rule language is used to represent the seman-
tic constraints implicitly defined in MPEG-7 and that are not yet formalized
in the ontology. For example, a rule can check whether the start/end time of
the segments involved in a temporal decomposition are compatible with the
start/end time range of their encompassing segment. It has to be noted that
the use of rules comes potentially with serious scalability problems, since the
languages mentioned above are known to be undecidable. However, during our
experiments, we did not enter in the bad reasoning cases and the overall impact
of these particular rules from the complexity point of view should be further
explored in the future.

5 Implementation and Results

To illustrate the methodology detailed above, we have developed a Web-based
application that provides a semantic validation service for any DAVP descrip-
tions. The running application is available at
http://mpeg-7.joanneum.at/Validator/.

Figure 5 depicts the different components of the application.

– A first XSLT component takes an MPEG-7 document and pre-processes it
to ensure that the input is compliant with respect to the DAVP schema
(structural and XML-Schema-based syntactic validation);

– A second XSLT component takes the output of the first component and
converts it into RDF-triples according to the DAVP OWL ontology;

– An inference service, such as the Jena Framework, takes as inputs the RDF-
triples obtained previously and the additional logical rules modeling the
semantic constraints of the DAVP profile in order to produce an inferred
graph;
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– Finally, a set of predefined SPARQL-queries can be executed on the result-
ing inferred graph in order to check the semantic validity of the MPEG-7
description.

MPEG-7 
constraints
ontology

MPEG-7
document

MPEG-7
pre-processing

MPEG-7 to 
RDF/OWL conversion

MPEG-7
constraints
rule base

inference 
service

query
service

SPARQL
queries

valid ?!

Fig. 5. Components and dataflow of the DAVP semantic validation application

Coming back to the scenario discussed in the section 2, we have pointed
out that the problems caused by the unclear definitions of MPEG-7 description
tools can be overcome by formalizing the semantic constraints defined in the
profile. Hence, given an MPEG-7 description syntactically valid with respect to
the DAVP schema, we want to validate semantically the description against the
profile using the environment described above. We have shown in the previous
sections how the semantic constraints related to the Shot and KeyFrame have
been formalized. The top-level structure of the DAVP schema (the Mpeg7 element
and its children) has also been defined in the ontology4.

According to the layered approach advocated in the section 4.1, the first step
is to check the wellformedness and the syntactic validity of a description with
respect to the DAVP schema. An XML processor such as Xerces is used in our
application for this task. The XML description is then converted into an RDF
graph that contains the instances of the classes defined in the DAVP ontology. An
OWL reasoner such as RacerPro5 or Pellet6 is then used to check the consistency
of the graph. Finally, the RDF representation of the description is processed by
the Jena rule engine, and the resulting RDF graph is checked with a SPARQL
query for any incorrect annotations produced by the inference engine. Figure 6
shows the user interface of our semantic validation web-based application.

Let’s assume that an MPEG-7 document given as input to the semantic valida-
tion service has already been found to be valid against the DAVP XML Schema.
4 The complete DAVP ontology as well as the rules modeled are available at
http://mpeg-7.joanneum.at/Validator.

5 http://www.racer-systems.com/
6 http://www.mindswap.org/2003/pellet/
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Fig. 6. Web-based application providing a semantic validation service for MPEG-7
descriptions

The following examples describe possible violations of the semantic constraints
defined in the profile, while still being valid against the XML Schema:

– The OWL reasoner is able to detect “local” violations of the DAVP con-
straints such as a bad use of the StructuralUnit element on shots and key
frames, or a key frame that is not contained in a shot description.

– An OWL reasoner cannot detect the missing StructuralUnit elements be-
cause of the open world assumption underlying to the OWL language. This
error can be however detected by the Jena rule engine, thus motivating our
choice to use additional rules for representing all semantic constraints of a
profile.

Overall, this web-based application provides a semantic validation service for
MPEG-7 descriptions. The times needed to perform the checks depends on the
size and the complexity of the descriptions: it is quite fast (a few seconds) for
some real MPEG-7 descriptions such as the ones produced by the TRECVid
evaluation.
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6 Conclusion and Future Work

In this paper, we have proposed an approach to overcome the interoperability
problems that result from the lack of formal semantics of the MPEG-7 descrip-
tion tools by formalizing the semantic constraints of a profile. The approach is
based on the definition of profiles, which are not just subsets of the MPEG-7
standard, but that also define a set of semantic constraints that specify the use
of the description tools in a particular context. We have proposed to build an
ontology that includes the concepts being described in the profile and to for-
malize the semantic constraints of the profile in terms of these concepts using
description logic and rules. It was not our intention to completely represent the
profile in the ontology, but only those constraints that cannot be validated using
pure XML Schema tools. We have demonstrated the feasibility of this approach
by modeling a subset of the DAVP profile, and we have set up a Web-based
application that provides a semantic validation service for checking the con-
formance of any MPEG-7 descriptions against the semantic constraints of the
profile.

As stated above, our approach requires the definition of semantic constraints
on the description tools. One could argue that it is thus possible to apply this
approach to the complete MPEG-7 standard, as there are many such constraints
expressed in natural language in the standard. While this might work well for
some of the description tools that have already a well-defined semantics, it is not
the case for those generic Descriptors such as VideoSegment, which are the most
problematic with respect to the interoperability problems discussed in Section 2.
This means that a key prerequisite to make the proposed approach efficient is
the definition of profiles that include sufficient semantic constraints to prevent
ambiguities.

A next step in our work is to finalize the formalization of the semantic con-
straints for the whole DAVP profile. This task may require a stricter and more
precise formulation of some of these constraints. There is of course always a trade-
off between flexibility and strictness with respect to description tool semantics. If
we require the semantic constraints to be very strict, this might prevent the use
of any structures in the description not foreseen in the profile definition, even if
they are used as extension and do not interfere with the structures defined in the
profile. Thus it could be an option to introduce different levels of conformance
to profile semantics, which one could name ”semantic levels” of a profile.

Representing formally the semantic constraints of the MPEG-7 description
tools is not only useful for semantically validating the descriptions as discussed
in Section 5, but also for establishing mappings between profiles and hetero-
geneous MPEG-7 descriptions. Actually, the greatest potential with semantic
definitions of MPEG-7 profiles is in the ability to use these descriptions to relate
the content to other audiovisual streams/segments described using alternative
MPEG-7 profiles or other domain ontologies. Current multimedia applications on
the Web, such as multimedia search engines, need to index multimedia metadata
from heterogeneous sources. Formalizing the semantics of the profiles used for
representing this metadata allows the auto mapping of the descriptions, guess the
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semantics of each audiovisual segments, etc. In the future, we plan to investigate
further how the approach presented in this paper can be used in this particular
use case.
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18. Raphaël Troncy. Integrating Structure and Semantics into Audio-visual Docu-
ments. In 2nd International Semantic Web Conference (ISWC’03), pages 566–581,
Sanibel Island, Florida, USA, 2003.
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Abstract. As the number of resources on the web exceeds by far the number of
documents one can track, it becomes increasingly difficult to remain up to date on
ones own areas of interest. The problem becomes more severe with the increasing
fraction of multimedia data, from which it is difficult to extract some conceptual
description of their contents.

One way to overcome this problem are social bookmark tools, which are
rapidly emerging on the web. In such systems, users are setting up lightweight
conceptual structures called folksonomies, and overcome thus the knowledge ac-
quisition bottleneck. As more and more people participate in the effort, the use of
a common vocabulary becomes more and more stable. We present an approach
for discovering topic-specific trends within folksonomies. It is based on a differ-
ential adaptation of the PageRank algorithm to the triadic hypergraph structure
of a folksonomy. The approach allows for any kind of data, as it does not rely on
the internal structure of the documents. In particular, this allows to consider dif-
ferent data types in the same analysis step. We run experiments on a large-scale
real-world snapshot of a social bookmarking system.

1 Social Resource Sharing and Folksonomies

With the growth of the web, both the number and the heterogeneity of types of avail-
able resources have increased dramatically. The management of such a collection of re-
sources includes many subtasks like search, retrieval, clustering, reasoning, and knowl-
edge discovery. For all these tasks, some sort of conceptual description of the documents
is essential. While there are many approaches that have been applied successfully for
years for extracting such descriptions from text documents — ranging from the bag-of-
words model for information retrieval to ontology learning — there are fewer solutions
for images, videos, audio tracks and music data up to now. The way from the features of
the different resources to a conceptual description is generally far more difficult for mul-
timedia data. Furthermore, these techniques have to be developed separately for each
kind of data. For applications like the detection of trends from a collection of resources
consisting of several types of (multimedia) data — which is the topic of this paper —
first a common format for the representation of the conceptual model plus extraction
techniques for each of the data types would have to be defined.

Complementing the extraction of conceptual descriptions from the documents them-
selves, social resource sharing tools are currently emerging on the web, as a part of
what is called “social software” or “Web 2.0”. In these user-centric publishing and

Y. Avrithis et al. (Eds.): SAMT 2006, LNCS 4306, pp. 56–70, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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knowledge management platforms, a conceptual description is provided to each doc-
ument by the user in the form of a collection of ‘tags’, i. e., of arbitrary, user-defined
catchwords. As this description is independent of the format of the resource, the so-
cial tagging approach provides a unified model for all kinds of resources, including in
particular multimedia formats.

Social resource sharing tools, such as Flickr1 or del.icio.us2 (see Fig. 1), have ac-
quired large numbers of users within less than two years. The social photo gallery Flickr,
for instance, is estimated to have over a million users. The reason for the immediate
success of these systems is the fact that no specific skills are needed for participating,
and that these tools yield immediate benefit for each individual user (e.g. organizing
ones bookmarks in a browser-independent, persistent fashion) without too much over-
head. Large numbers of users have created huge amounts of information within a very
short period of time. The frequent use of these systems shows clearly that web- and
folksonomy-based approaches are able to overcome the knowledge acquisition bottle-
neck, which was a serious handicap for many knowledge-based systems in the past.

Social resource sharing systems are web-based systems that allow users to upload
their resources, and to label them. All these systems share the same core functionality.
Once a user is logged in, he can add a resource to the system, and assign arbitrary
labels, so-called tags, to it. Resources can be almost anything. In systems such as our
BibSonomy,3 for instance, resources are bookmarks and bibliographic references, in
Flickr they are photos, in last.fm4 music files, in YouTube5 videos, and in 43Things6

even goals in private life.
The collection of all assignments of a user is called his personomy, the collection of

all personomies is called folksonomy. The user can also explore the personomies of the
other users in all dimensions: for a given user he can see the resources that user had
uploaded, together with the tags he had assigned to them; when clicking on a resource
he sees which other users have uploaded this resource and how they tagged it; and when
clicking on a tag he sees who assigned it to which resources (see Fig. 1).

The word ‘folksonomy’ is a blend of the words ‘taxonomy’ and ‘folk’, and stands
for conceptual structures created by the people. Folksonomies are thus a bottom-up
complement to more formalized Semantic Web technologies, as they rely on emergent
semantics [17,18] which result from the converging use of the same vocabulary.

In this paper, we will analyze this emergence of common semantics by exploring
trends in the folksonomy. Since the structure of a folksonomy is symmetric with re-
spect to the dimensions ‘user’, ‘tag’, and ‘resource’, we can apply the same approach
to study upcoming users, upcoming tags, and upcoming resources. We present a tech-
nique for analyzing the evolution of topic-specific trends. Our approach is based on
our FolkRank algorithm [10], a differential adaptation of the PageRank algorithm [3] to
the tri-partite hypergraph structure of a folksonomy. Compared to pure co-occurrence

1 http://www.flickr.com/
2 http://del.icio.us
3 http://www.bibsonomy.org
4 http://www.last.fm
5 http://www.youtube.com/
6 http://www.43things.com/
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Fig. 1. Del.icio.us, a popular social bookmarking system

counting, FolkRank takes also into account elements that are related to the focus of
interest with respect to the underlying graph/folksonomy. In particular, FolkRank ranks
synonyms higher, which usually do not occur in the same bookmark posting together.

With FolkRank, we compute topic-specific rankings on users, tags, and resources.
In a second step, we can then compare these rankings for snapshots of the system at
different points in time. We can discover both the absolute rankings (who is in the Top
Ten?) and winners and losers (who rose/fell most?).

The contributions of this work are:

Ranking in folksonomies. We describe a general ranking scheme for folksonomy data.
The scheme allows in particular for topic-specific ranking.

Trend detection. We introduce a trend detection measure which allows to determine
which tags, users, or resources have been gaining or losing in popularity in a given
time interval. Again, this measure allows to focus on specific topics.

Application to arbitrary folksonomy data. As the ranking is solely based on the
graph structure of the folksonomy – which is resource-independent – we can also
apply it to any kind of resources, including in particular multimedia objects, but
also office documents which typically do not have a hyperlink structure per se. It
can even be applied to an arbitrary mixture of these content types. Actually, the
content of the tagged resources will not have to be accessible in order to manage
them in a folksonomy system.

Evaluation. We have applied our method to a large-scale dataset from an actual folk-
sonomy system.
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The paper is organized as follows. In the next section, we describe our ranking and
trend detection approach. In Section 3, we apply the approach to a large-scale dataset,
a one-year snapshot of the del.icio.us system. Section 4 discusses related work, and
Section 5 concludes with an outlook on future topics in this field.

2 Trend Detection in Folksonomies

For discovering trends in a social resource sharing system, we will need snapshots of
its folksonomy at different points of time. For each snapshot, we will need a ranking,
such that we can compare the rankings of consecutive snapshots. As we also want to
discover topic-specific trends, we will additionally need a ranking method that allows
to focus on the specific topic. We will make use of our search and ranking algorithm
FolkRank [10] which we summarize below.

2.1 Basic Notions

A folksonomy basically describes the users, resources, tags, and allows users to assign
(arbitrary) tags to resources. We will make use of the following notions. A folksonomy
is a tuple F := (U, T, R, Y, ≺) where

– U , T , and R are finite sets, whose elements are called users, tags and resources,
resp.,

– Y is a ternary relation between them, i. e., Y ⊆ U × T × R, whose elements are
called tag assignments (TAS for short), and

– ≺ is a user-specific subtag/supertag-relation, i. e., ≺ ⊆ U × T × T , called sub-
tag/supertag relation.

The personomy Pu of a given user u ∈ U is the restriction of F to u, i. e., Pu :=
(Tu, Ru, Iu, ≺u) with Iu := {(t, r) ∈ T × R | (u, t, r) ∈ Y }, Tu := π1(Iu), Ru :=
π2(Iu), and ≺u:= {(t1, t2) ∈ T × T | (u, t1, t2) ∈≺} (whereas π stands for the
projection).

Users are typically described by their user ID, and tags may be arbitrary strings. What
is considered as a resource depends on the type of system. For instance, in del.icio.us,
the resources are URLs, and in Flickr, the resources are pictures. From an implementa-
tion point of view, resources are internally represented by some ID.

In this paper, we do not make use of the subtag/supertag relation for sake of simplic-
ity. I. e., ≺ = ∅, and we will simply note a folksonomy as a quadruple F :=(U, T, R, Y ).
This structure is known in Formal Concept Analysis [20,7] as a triadic context [13,19].
An equivalent view on folksonomy data is that of a tripartite (undirected) hypergraph
G = (V, E), where V = U ∪̇T ∪̇R is the set of nodes, and E = {{u, t, r} | (u, t, r) ∈
Y } is the set of hyperedges (∪̇ is the disjunctive union).

2.2 Ranking

In this section we recall the principles of the FolkRank algorithm that we developed
for supporting Google-like search in folksonomy-based systems. It is inspired by the
seminal PageRank algorithm [3].



60 A. Hotho et al.

A B

C

D

E

F

G

Fig. 2. Webgraph vs. Folksonomy Hypergraph

Because of the different nature of folksonomies compared to the web graph (undi-
rected triadic hyperedges instead of directed binary edges, see Figure 2), PageRank can-
not be applied directly on folksonomies. In order to employ a weight-spreading ranking
scheme on folksonomies, we will overcome this problem in two steps. First, we trans-
form the hypergraph into an undirected graph. Then we apply a differential ranking
approach that deals with the skewed structure of the network and the undirectedness of
folksonomies.

Folksonomy-Adapted Pagerank. First we convert the folksonomy F = (U, T, R, Y )
into an undirected tri-partite graph GF = (V, E) as follows.

1. The set V of nodes of the graph consists of the disjoint union of the sets of tags,
users and resources: V := U ∪̇T ∪̇R. (The tripartite structure of the graph can be ex-
ploited later for an efficient storage of the adjacency matrix and the implementation
of the weight-spreading iteration in the FolkRank algorithm.)

2. All co-occurrences of tags and users, users and resources, tags and resources be-
come edges between the respective nodes: E := {{u, t} | ∃r ∈ R : (u, t, r) ∈
Y } ∪ {{t, r} | ∃u ∈ U : (u, t, r) ∈ Y } ∪ {{u, r} | ∃t ∈ T : (u, t, r) ∈ Y } .

The original formulation of PageRank [3] reflects the idea that a page is important if
there many pages linking to it, and if those pages are important themselves. The distri-
bution of weights can thus be described as the fixed point of a weight passing scheme on
the web graph. This idea was extended in a similar fashion to bipartite subgraphs of the
web in HITS [12] and to n-ary directed graphs in [21]. We employ the same underlying
principle for our ranking scheme in folksonomies. The basic notion is that a resource
which is tagged with important tags by important users becomes important itself. The
same holds, symmetrically, for tags and users, thus we have a graph of vertices which
are mutually reinforcing each other by spreading their weights.

Like PageRank, we employ the random surfer model, a notion of importance for web
pages that is based on the idea that an idealized random web surfer normally follows
hyperlinks, but from time to time jumps to a new webpage without following a link.
This results in the following definition. The rank of the vertices of the graph are the
entries in the fixed point �w of the weight spreading computation

�w ← dA�w + (1 − d)�p , (1)
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where �w is a weight vector with one entry for each web page, A is a row-stochastic ver-
sion of the adjacency matrix of the graph GF defined above, �p is the random surfer com-
ponent that outweighs the loss of weight in dangling links, and d ∈ [0, 1] is determining
the influence of �p. Usually, one will choose �p = 1, i. e., the vector composed by 1’s,
to achieve uniform damping. In order to compute personalized PageRanks, however, �p
can be used to express user preferences by giving a higher weight to the components
which represent the user’s preferred web pages. If ||�w||1 = ||�p||1,7 the weight in the
system will remain constant.

As the graph GF is undirected, most of the weight that went through an edge at
moment t will flow back at t + 1. The results are thus rather similar (but not identical,
due to the damping) to a ranking that is simply based on edge degrees. The reason for
applying the more expensive PageRank approach nonetheless is that its random surfer
vector allows for topic-specific ranking.

FolkRank — Topic-Specific Ranking. As the graph GF that we created in the previous
step is undirected, we face the problem that an application of the original PageRank
would result in weights that flow in one direction of an edge and then ‘swash back’
along the same edge in the next iteration, so that one would basically rank the nodes
in the folksonomy by their degree distribution. This makes it very difficult for other
nodes than those with high edge degree to become highly ranked, no matter what the
preference vector is.

This problem is solved by the differential approach in FolkRank, which computes a
personalized ranking of the elements in a folksonomy as follows:

1. The preference vector �p is used to determine the topic. It may have any distribution
of weights, as long as ||�w||1 = ||�p||1 holds. Typically a single entry or a small set of
entries is set to a higher value, and the remaining weight is equally distributed over
the other entries. Since the structure of folksonomies is symmetric, we can define a
topic by giving a higher value to either one or more tags and/or one or more users
and/or one or more resources.

2. Let �w0 be the fixed point from Equation (1) with d = 1.
3. Let �w1 be the fixed point from Equation (1) with d < 1. In our experiments, we set

d = 0.85.
4. �w := �w1 − �w0 is the final weight vector.

Thus, we compute the winners and losers of the mutual reinforcement of nodes when a
user preference is given, compared to the baseline without a preference vector. We call
the resulting weight �w[x] of an element x of the folksonomy the FolkRank of x. In [10]
we showed that �w provides indeed valuable results on a large-scale real-world dataset
while �w1 provides an unstructured mix of topic-relevant elements with elements having
high edge degree.

2.3 Trend Detection

In order to analyze the trends around a specific topic, we first have to describe the
topic by defining the preference vector �p. Then we compute, for each point in time

7 . . . and if there are no rank sinks – but this holds trivially in our graph GF.
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t ∈ {0, . . . , n}, the rank vector �wt within the folksonomy Ft which consists of all tag
assignments performed before t.8

We select then from the resulting rank vectors those entries which are assigned to
one of the three dimensions ‘tags’, ‘users’, and ‘resources’ — depending on where we
want to see rising and falling elements. Else an analysis would be difficult, since users
have higher weights than tags, which in their turn have higher weights than resources,
due to the different sizes of the sets U , T , and R.

As the total weight in the system will differ at different points of time because of new
tags, users, and resources, we normalize at last each rank vector such that its largest
value equals 1. This allows to compare rankings from different points in time. If the
preference vector has only one distinguished element, then this element is the one with
the highest value in the resulting weight vector. The closer another entry is to this value,
the more important is its associated element to the topic. By plotting the values of
the Top 10 or Top 20 over time, one can thus discover the rise and fall of the most
popular elements. Figure 3 shows such a plot for the del.icio.us users which are most
important for the topic ‘music’, while Figure 4 shows the tags which are most important
for the topic ‘politics’. How these diagrams are to be read, and what the most important
findings are, will be described in detail in the next section.

Going a step further, we may not only be interested in the most important elements,
but also in those where the increase or decrease of rank is the steepest. To this end, we
have developed the following popularity change measure, which allows for detecting
topic-specific trends.

Assume x is a tag, user or resource of the folksonomy F, i. e. x ∈ U ∪T ∪R. (In the
following, we assume it is a resource; the same methods apply symmetrically for tags
and users.) Similar to the relative change used for word occurrences in [11], we define
the popularity change pct0→t1(x) of x from t0 to t1 as follows.

At times t0 < t1, let the resource x be ranked at position r0 and r1, respectively, in
the descending weight order of the FolkRank computation. Let n0 and n1 be the sizes
|R| of the resource dimension at times t0, t1. The popularity change is defined as

pct0→t1(x) :=
(

r0

n0
− r1

n1

)
log10

(
n1

r1

)
(2)

(where elements not present at time ti are treated as being positioned at ri = ni + 1).
Here, the fractions in the first term indicate the relative positions of x at the given times,
1/ni being the best (i. e. having maximum FolkRank) and 1 being the worst. The second
term discounts the change with respect to the relative position where the change took
place: to get from a top 90 % position to a top 80 % one would be considered three times
easier than to get from the top 0.09 % to the top 0.08 %.

Combined with a topic-directed FolkRank computation, we use this measure of a
change in popularity to get an insight into what are the trends in a certain community
in the folksonomy. We point out the winning and losing elements of the folksonomy in
a given time interval.

8 If no entries were deleted, Ft+1 contains thus Ft, for all t.
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3 Experiments

3.1 Evaluation of Popularity Change in del.icio.us

In order to evaluate our approach, we have analyzed the popular social bookmark-
ing sytem del.icio.us.9 Del.icio.us is a server-based system with a simple-to-use inter-
face that allows users to organize and share bookmarks on the internet. The resources
del.icio.us is pointing to cover various formats (text, audio, video, etc.). In particular,
the system is not restricted to a single type (like photos in Flickr). As discussed above,
our approach is specially suited for this situation. In addition to the URL, del.icio.us
allows to store a description, an extended description, and tags (i. e., arbitrary labels).
Del.icio.us is online for a sufficiently long time (since May 2002) to allow for extracting
significant time series.

For our experiments, we collected data from the del.icio.us system between July 27
and July 30, 2005 in the following way. Initially we used wget starting from the start
page of del.icio.us to obtain nearly 6900 users and 700 tags as a starting set. Out of this
dataset we extracted all users and resources (i. e., del.icio.us’ MD5-hashed urls). We
downloaded in a recursive manner user pages to get new resources and resource pages to
get new users. Furthermore we monitored the del.icio.us start page to gather additional
users and resources. This way we collected a list of several thousand usernames which
we used for accessing the first 10000 resources each user had tagged. From the collected
data we finally took the user files to extract resources, tags, dates, descriptions, extended
descriptions, and the corresponding username.

We obtained a folksonomy with |U | = 75, 242 users, |T | = 533, 191 tags and
|R| = 3, 158, 297 resources, related by in total |Y | = 17, 362, 212 tag assignments.
We created monthly snapshots as follows. F0 contains all tag assignments performed
on or before June 15, 2004, together with the involved users, tags, and resources; F1 all
tag assignments performed on or before July 15, 2004, together with the involved users,
tags, and resources; and so on until F13 which contains all tag assignments performed
on or before July 15, 2005, together with the involved tags, users, and resources.

Figure 3 shows the evolution of the ranking of all users tags that were among the
Top 10 in at least one month for the topic ‘music’. The diagram was obtained with
d = 0.85, and the preference vector �p set such that the tag ‘music’ gets 50% of the
overall preference, the rest is spread uniformly as described above. The user names
have been omitted for privacy reasons. The diagram shows three outstanding users. The
first one could keep the top position for the first four months, followed by a steep fall.
Another user could approach him steadily during the first four months, followed by
almost the same fall. The fall of both was caused by the steep rise of a new user, which
also shadowed the rankings of all other users related to ‘music’. A detailed analysis of
this user’s data in the system revealed us that he posted more than 5500 bookmarks,
85 % of which tagged with ‘music’. In total he used only about 100 tags. The 5500
bookmarks account for about 2% of all occurrences of ‘music’ in the system (with
more than 70.000 users in the system at that time), and are about 3.5 times as many as
those of the second user for that tag.

9 http://del.icio.us
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Fig. 3. Evolution of the ranking of users related to ‘music’. User names are omitted for privacy
reasons.

Figure 4 shows the evolution of all tags that were among the Top Ten in at least one
month for the topic ‘politics’. The line for the topic ’politics’ itself can’t be seen, as it
has a rank of 1. The diagram was obtained with d = 0.85, and the preference vector �p
set such that the tag ‘politics’ gets 50% of the overall preference, while the rest is spread
uniformly over the other tags, users and resources. The diagram shows that the early users
of del.icio.us were more critical/idealistic, as they used tags like ‘activism’, ‘humor’,
‘war’, and ‘bushco’10. With increasing time, the popularity of these tags faded, and the
tags turned to a more uniform distribution, as the closing lines at the right of the figure
indicate. In particular one can discover the rise of the tags ‘bush’ and ‘election’, both
having a peak around the election day, November 2nd, 2004, and remaining on a high
level afterwards. Within the analysis of the topic ‘technology’ (not displayed due to space
reasons), we have discovered a similar trend: The early adoptors of del.icio.us used the
tag ‘technology’ together with tags like ‘culture’, ‘society’ or ‘apple’, while later tags
like ‘gadgets’, ‘news’ or ‘future’ rise, converging towards more mainstream topics.

Both Figures 3 and 4 show that there is a change of structure in autumn 2004 (month
4 in the diagrams). This is supported by Figure 5 showing the development of the top
resources. Analysing possible reasons for this change in behavior, one indicator is that
the number of elements passed in month 4 the threshold of 10.000 users, 70.000 tags,
and 500.000 resources. Apparently, with this number of users, one reaches a critical
mass which modifies the inherent behavior of such a system. Figure 5 shows the rank
of those resources which where among the top 5 at the beginning or the end. Our hy-
pothesis that the del.icio.us community changes significantly at month 4 is supported

10 In del.icio.us, ‘bushco’ was used for tagging webpages about the interference of politics and
economics in the U. S. administration.
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Fig. 4. Evolution of the ranking of tags related to ‘politics’ over time. ‘Politics’ has value 1.0 due
to normalization and is left out for clarity of the presentation of the other values.

by two observations: specific topics of the beginning, such as web design, see a decline,
while on the other hand, mainstream pages gain rapidly, such as Slashdot, as well as
pages concerned with folksonomies per se.

Finally, we have analyzed those resources that were the strongest winners and losers
within specific topics, according to the popularity change measure defined in Sec-
tion 2.3, to automatically identify trends within certain topics in del.icio.us. Our aim
was to discover trends in the Semantic Web community in the month around the Euro-
pean Semantic Web Conference (ESWC) 2005.

For the computation, we took those resources that ended up in the Top 100 in the
June 2005 ranking for the preference vector highlighting the tags ‘semantic web’, ‘se-
mantic’, ‘web’, and ‘semanticweb’, since the top results e. g. in searches are typically
the ones attracting the most users. For these 100 URLs, we computed the popularity
change coefficient from May 15 to June 15. Table 1 shows the 20 ULRs with the high-
est popularity change.

The top winner (#1) is a site about shallow semantic markup in XHTML, which was
obviously first discovered by the community during the period under consideration and
made it to the 39th position out of 2.2M resources; the corresponding line in Table 1
shows that the FolkRank value and the position in May is undefined for this resource,
while the rank in June is 0.13065 and the position in this ranking is 39. Among the
followers are articles about the Semantic Web and folksonomies (e. g. #2, #3, #5, #8,
#9, #16), pages about new Semantic Web projects (#4, #15, #17, #19), or events such
as the Scripting workshop (#7) that took place together with the ESWC conference
during the period under consideration, introducing new Semantic Web projects. Note
that while the #1 page leaped from nowhere to the 39th position out of 2.2 million
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Fig. 5. Evolution of the global ranking of resources, without specific preference vector

entries, the popularity change measure still honors movements at the top of the ranking:
the Piggy Bank site (which is an important semantic web project that has been promoted
at the ESWC conference), improving from 21 to 1 in the period, still gets into the top
15 winners.

Together, the results of the FolkRank computation and the popularity change mea-
sure presented in this section can thus be used to get an insight into the structure and
development of communities in folksonomy systems, independent of and across differ-
ent media types.

3.2 Comparison with the Interestingness of Dubinko et. al.

Closest to the approach of this paper is the visualization of Dubinko et. al. [6]. We
tried to get an insight into how our FolkRank compares to the interestingness of [6].
In that paper, the authors introduce an efficient way of mining large-scale folksonomy
data sets for frequent tags in given time intervals. A measure of interestingness, is in-
troduced and computed for a sliding one-day window over a Flickr dataset. Similar
to the TF/IDF measure from Information Retrieval, the interestingness is defined as
Int(o, I) =

∑
i∈I γ(o, i)/(C + γ(o)), where γ(o, i) is the number of occurrences of

object o in time interval i out of a larger interval I , and γ(o) is the total number of oc-
currences of o. As the interestingness is based on a count of occurrences of items11 in a
given interval, it does not allow for an easy integration of topic-specific rankings. Thus,
one obtains a ranking of one particular tag (user, resource), which does not generalize
to related elements of the folksonomy.

11 In [6], only tags are evaluated. Still, the method can be applied symmetrically to users and
resources.
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Table 1. Popularity Change from May 15 to June 15, 2005

# URL Pop.Chg. May June

Rank Pos Rank Pos
1 http://mezzoblue.com/downloads/markupguide/ 4.822604 undef undef 0.13065 39
2 http://www.betaversion.org/∼stefano/linotype/news/89/ 4.515983 undef undef 0.08296 79
3 http://shirky.com/writings/ontology overrated.html 0.073704 0.00866 28598 0.39329 4
4 http://simile.mit.edu/piggy-bank/index.html 0.000805 0.05160 377 0.18740 24
5 http://www.dlib.org/dlib/april05/hammond/04hammond.html 0.000183 0.08831 142 0.09532 61
6 http://www.w3.org/2004/02/skos/ 0.000175 0.08282 155 0.08369 78
7 http://www.semanticscripting.org/SFSW2005/ 0.000134 0.09427 124 0.09055 67
8 http://www.scientificamerican.com/article.cfm?... 0.000133 0.08396 152 0.07208 97
9 http://jena.hpl.hp.com/∼stecay/papers/xmleur... 0.000129 0.09979 111 0.09990 56

10 http://www.tantek.com/presentations/2004ete... 0.000112 0.09047 137 0.07407 92
11 http://users.bestweb.net/∼sowa/peirce/ontometa.htm 0.000111 0.10273 106 0.09550 60
12 http://www.sciam.com/print version.cfm?articleID=... 0.000101 0.09608 121 0.08178 81
13 http://www.xml.com/pub/a/2001/01/24/rdf.html 0.000089 0.09391 127 0.07314 94
14 http://developers.technorati.com/wiki/hCalendar 0.000071 0.09748 117 0.07389 93
15 http://simile.mit.edu/piggy-bank/ 0.000057 0.29151 21 1.00000 1
16 http://en.wikipedia.org/wiki/Semantic web 0.000033 0.10472 102 0.07186 98
17 http://www.semanticplanet.com/ 0.000025 0.10893 91 0.07510 90
18 http://pchere.blogspot.com/2005/02/absolute... 0.000023 0.18154 41 0.13729 35
19 http://swoogle.umbc.edu/ 0.000022 0.16785 48 0.12429 43
20 http://www.scientificamerican.com/print ve... 0.000022 0.13367 68 0.09142 66

We computed the equivalent of Figure 5 for the interestingness measure, i. e., we
show the rankings for those resources that were within the Top 5 for any of the months.
As our time window was one month, we used C = 1500 instead of C = 50 as in the
original paper which used a one-day window. For lack of space and because the diagram
did not yield any clear structure, we omit the diagram and summarize the findings.

The top resources were more volatile than in our method. I. e., in our approach, ten
different resources made up the top five over all months. In the interestingness compu-
tation, there were 70 resources, i.e. each month had a new top five; Table 2 shows the
top resource for each month. This indicates that the interestingness is more sensitive
to momentary changes in the folksonomy than the FolkRank, and makes it harder to
discover long- and medium-term trends. In the top resources, there were few general
interest pages such as Slashdot or Flickr. Instead, there were more sites that seemed
to be popular at one particular moment in time, but to fade soon afterwards. Figure 6
presents those four resources out of the 70 that overlap with Figure 5. It can be seen
that while the interestingness shows some more jitter, the results have the same general
direction for both computations.

We conclude that the interestingness, while more scalable and lending itself to a
sliding-window visualization as in [6] due to its computational properties, lacks the
dampening and generalizing effect of the FolkRank computation, so that it is more
useful for short-term observations on particular folksonomy elements.

4 Related Work

There are currently only very few scientific publications about folksonomy-based web
collaboration systems. Among the rare exceptions are [6] as discussed above, [8] and
[14] who provide good overviews of social bookmarking tools with special emphasis
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Fig. 6. Evolution of the interestingness values of those resources which overlap with Figure 5;
graph plotted the same way as Figure 5

on folksonomies, and [15] who discusses strengths and limitations of folksonomies.
The main discussion on folksonomies and related topics is currently only going on
mailing lists, e.g. [4]. In [16], Mika defines a model of semantic-social networks for
extracting lightweight ontologies from del.icio.us. Besides calculating measures like
the clustering coefficient, (local) betweenness centrality or the network constraint on
the extracted one-mode network, Mika uses co-occurence techniques for clustering the
concept network.

There are several systems working on top of del.icio.us to explore the underlying
folksonomy. CollaborativeRank12 provides ranked search results on top of del.icio.us
bookmarks. The ranking takes into account, how early someone bookmarked an URL
and how many people followed him or her. Other systems show popular sites (Pop-
ulicious13) or focus on graphical representations (Cloudalicious14, Grafolicious15) of
statistics about del.icio.us.

The tool Ontocopi described in [1] performs what is called Ontology Network Analy-
sis for initially populating an organizational memory. Several network analysis methods
are applied to an already populated ontology to extract important objects. In particular,
a PageRank-like [3] algorithm is used to find communities of practice within individu-
als represented in the ontology. OntoRank [5] uses a PagesRank-like approach on the
RDF graph to rank search results within Swoogle, a search engine for ontologies.

12 http://collabrank.org/
13 http://populicio.us/
14 http://cloudalicio.us/
15 http://www.neuroticweb.com/recursos/del.icio.us-graphs/
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Table 2. Top resources for each month according to the interestingness defined in [6]

Month Resource Int’ness
0 http://www.pixy.cz/apps/barvy/index-en.html 0.1937
1 http://craphound.com/msftdrm.txt 0.0970
2 http://extensions.roachfiend.com/howto.html 0.1339
3 http://richard.jones.name/google-hacks/gmail-filesystem/gmail-filesystem.html 0.1983
4 http://37signals.com/papers/introtopatterns/ 0.2150
5 http://www.fuckthesouth.com/ 0.1898
6 http://www.supermemo.com/articles/sleep.htm 0.2585
7 http://www.returnofdesign.com/spectacle/specials/colors.html 0.2958
8 http://www.hertzmann.com/articles/2005/fables/ 0.4117
9 http://fontleech.com/ 0.4906

10 http://pro.html.it/esempio/nifty/ 0.6511
11 http://www.alvit.de/vf/en/essential-. . . -developers.html 0.5678
12 http://www.newscientist.com/channel/being-human/mg18625011.900 0.6222
13 http://script.aculo.us/ 0.8478

Along the same line, in [9], we have presented a technique for analysing ontologies
that considers not only the first eigenvector (as PageRank and Ontocopi do), but the full
eigensystem of the adjacency matrix of the ontology.

In [2], the evolution of the web graph over time is analyzed. The application of the
proposed method lies in the improved detection of current real-life trends in search
engines. In comparison to our work, they base their approach on counting timestamped
links on pages returned by web searches on given topics, while our contribution infers
communities around given users, sites, or topics from the structure of the web graph
itself. The algorithm of [2] can currently not be applied to folksonomies, as there exist
no folksonomy search engines yet.

Kleinberg [11] summarizes several different approaches to analyze online informa-
tion streams over time. He distinguishes between three methods to detect trends: using
the normalized absolute change, relative change and a probabilistic model. The pop-
ularity gradient that we introduced in Section 2.3 is related to the second approach,
but differs insofar as it allows for the discovery of topic-specific trends, and that we
honor steep rises more if they occur higher in the ranking, where the text mining sce-
nario described in [11] requires focusing on words that are neither too frequent nor too
infrequent.

5 Conclusion and Outlook

In this paper we have shown how topic-specific trends can be discovered in folksonomy-
based systems. The analysis can be done regardless of the types of the underlying re-
sources, which makes folksonomies interesting for multimedia applications.

As folksonomies are still rather young, there are many fascinating research topics left
open that are related to the work presented here. They include predicting the change of
structure of the folksonomy during its growth, discovering stable and volatile commu-
nities, and generating recommendations.

Acknowledgement. This work was partially supported by the European Commission
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gent Semantics in Online Social Communities” under the 6th Framework Programme.
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Abstract. This paper presents an automatic indexation module integrated in 
online photos management software. Semantic descriptors are generated from 
textual annotations associated to personal photos. Users naturally annotate their 
pictures with natural language comments in order to personally describe the 
main elements of the pictures. Form those personal descriptions, we extract 
semantic descriptors which are used to organize users’ pictures. Our main goal 
is to retrieve people and places directly or indirectly cited in textual annotations. 
The descriptors extraction stage is based on a deep linguistic analysis of the 
textual annotations, which offers a first disambiguation of the possible 
interpretations and allows for complex descriptors identification (i.e. 
paraphrases). Paraphrases are then resolved using semantic knowledge sources: 
a geographical thesaurus and a personal knowledge base of the users’ 
relationships with people. The goal of our system is to automatically integrate 
new pictures in the user’s context accordingly to extracted descriptors. The 
context that we consider is mainly composed of the current user’s taxonomy of 
descriptors. Thus, our system builds or completes automatically a taxonomy of 
descriptors which is personalized and relevant for one user. 

Keywords: image indexation, semantic indexation, natural language 
processing. 

1   Introduction 

We are commonly faced with the management of a huge number of personal pictures. 
This phenomenon can notably be explained by the prices fall of digital camera, the 
integration of digital cameras in mobile phones and the possibility to easily share 
pictures through the Internet. Classifying and organizing personal pictures is a 
fastidious time consuming task and it might get worse due to the explosion of the 
number of items each user will produce or receive from others. Thus, an important 
issue becomes the automation of the indexation task [1] or at least the development of 
efficient dedicated application to help users organizing their pictures. Someone [2] [3] 
is an example of such a solution which helps users managing their personal digital 
documents. Someone solicits users for annotating their pictures with textual 
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comments and to organize them in a hierarchical and thematic taxonomy of 
descriptors. This article presents the module we have developed and integrated in 
Someone to automatically propose some semantic descriptors extracted from the 
pictures’ textual comment. Those proposed descriptors can correspond to user defined 
descriptors already available in its personal taxonomy, or new ones which have to be 
correctly inserted in this taxonomy. 

In section 2, we first describe the different approaches that can be used to extract 
relevant descriptors from pictures and their context. Starting from an analysis of a 
representative corpus of textual annotations of personal photos, we define in Sec. 3.2 
the limits of the available indexation methods and consequently the goals of our work. 
In Sec. 4, the indexation process we have developed is precisely described and 
illustrated. Section 5 is dedicated to the evaluation of our system. Finally, we 
enumerate some perspectives and future works in the last section. 

2   Related Works 

Indexing and retrieving pictures becomes a real issue for millions of people in their 
everyday life. This is due to the increasing number of pictures available on Internet or 
on personal storage spaces and the democratization of the use of pictures management 
software. To deal with this problem, many researches have been already conducted 
[4]. Different sources of information can be used for pictures indexation. This 
conducts to commonly consider two alternative approaches [5]: content-based and 
concept-based approaches.  

We will first see in this section that many works are processing information of 
different natures used to describe pictures content. But we will see in section 3 that 
some sources of information are not relevant and suitable for personal digital photos 
software. 

2.1   Content-Based and Concept-Based Approaches 

Content-based indexing approaches consider the picture as an independent document 
and analyze graphically the picture independently from its context. Based on image 
analyzing methods, pictures are described by identified objects, colorimetric 
measures, size, shapes, type, etc. Despite the fact that methods following this 
approach directly describe the pictures’ components [8] [9], they generally provide 
low-level descriptors (size, type, colorimetric, color variations, resolution, brightness, 
etc.). These descriptors are non-intuitive and unnatural. New promising technologies 
propose some high level features like face recognition (see for example Riya at 
http://www.riya.com). Bur those sophisticated methods like face or object recognition 
systems are highly dependant of the picture’s quality and the background complexity 
[4] [10].  

For the moment concept-based approaches are the most efficient and successful 
one [11]. But, this is essentially due to the lack of maturity and the complexity  
of content-based analyzers. The concept-based approach considers the picture as  
an item integrated in a more general document. Thus, this method exploits  
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extra-pictural information which constitutes the picture’s context. Most popular 
images search engines like Google, Yahoo and picsearch, are based on this 
strategy [6]. They principally extract pictures descriptors from: the document title; 
the URL of the picture; the html ALT tag; the URL of the document and some 
words surrounding the picture. The main limit of such method is to estimate the 
relevancy of those information sources. The efficiency of those methods can be 
easily evaluated on image search engines.  If it is relatively acceptable for searching 
general purpose images on the World Wide Web where a sufficient number of 
interesting images can be found through millions of images, those methods are not 
sufficient to retrieve pictures in limited personal collections involving some precise 
and personal conditions. Such personal conditions can be a picture of a friend or 
members of your family or being taken at the precise place where you've spend 
your last holidays.      

Considering those two approaches our work is a concept based-approach.  Its goal 
is to improve the level of interpretation and precision of the existing contextual 
information. This level of interpretation has to be semantic by distinction of a pure 
lexical interpretation, which means to not consider a descriptor just like a set of 
characters but a reference to a precise existing entity. The goal of  a semantic 
interpretation is  for example  to differentiate the several entities which can be 
identified be a same set of characters,  thinking to the town Paris and the surname of a 
person. One goal is also to identify the entity which can be referred in a textual 
expression like for example "my brother's girlfriend". 

2.2   Indexation in Personal Digital Photos Management Software 

Our work is also precisely adapted to the indexation process in pictures management 
software or online services.  In this specific context, indexation is mainly manual.  
Basically personal pictures management software can be classified in three categories: 

- online photo services like FlickR (http://www.flickR.com) and 
Fotoware (http://www.fotoware.com); 

- dedicated offline services like iPhoto; 
- Search functionalities integrated to operating systems (Spotlight) on Mac 

OS X and the search assistant on Windows). 

Both of the previously cited software concerns concept-base approach where the 
descriptors extraction mainly focuses on extra-pictural sources of information. Indeed, 
they both take advantages of pictures’ titles and user defined meta-information. But 
pictures titles are generally those which are ascribed by digital camera 
(img/dsc0001.jpg) and do not give any descriptive information about the document 
content. That is why users are solicited for commenting their pictures or for 
associating keywords. Those comments can be expressed as a list of descriptors 
(keywords) or as a complete natural language annotation. For example, iPhoto 
index and retrieves items regarding their title and associated keywords. But, those 
keywords are chosen from a limited a priori defined list of possible descriptors 
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(Family, Children, Holidays, Birthdays, Events, etc.). FlickR, Fotoware and 
search engines integrated to operating systems do not restrict annotations to limited 
keywords. Indeed, unlimited keywords and natural language comments can be 
associated to pictures and used to index them. Users can then retrieve their annotated 
pictures which are matching a certain query. 

Nevertheless photo album software mostly focused on display functionalities and 
let users managing their personal items manually without any help to index them. 
This lack can be partly explained by the fact that web pictures indexation methods can 
not be transposed for personal photos management. Indeed, as we will see in the 
following section, the particularities of the application context have to be considered 
in order to propose a relevant and useful automatic indexation system. 

3   Requirements of an Automatic Indexation Process for Personal 
Photo Management 

In order to propose an efficient and relevant pictures indexation process, we have first 
collected a representative corpus of textual annotations associated to personal pictures 
in photo albums. The goal of this corpus analysis was to identify which descriptors 
can be extracted from textual annotations to relevantly describe pictures’ components 
and to reuse those descriptors for management tasks (indexation/classification, 
retrieval). 

3.1   Representative Corpus 

First of all, we have collected a corpus of textual annotations associated to pictures by 
their owner from online personal photo albums, personal web sites or blogs. The goal 
of this preliminary analysis is to validate our subsequent hypothesis of using textual 
annotations to extract descriptors for pictures indexation. Using queries like “photo 
album”, “personal photo album”, “my holidays”, “photo gallery”, “trip album”, etc. 
submitted to popular web search engines, we have retrieved examples of on-line 
personal photo albums. This way, we have collected about 30 urls of personal on-line 
photo albums, which represents 637 pictures annotations. http:// 
www.tripalbum.net is a very good and representative example of photo album 
web sites used to constitute our corpora.  

3.2   Observed Behavior 

Our main preoccupation is the development of an automatic indexation process 
respectful of observed human behaviors. That is why our first step was to identify the 
nature of the pictures annotations, their meaning and to determine how useful they 
can be to describe, regroup and retrieve pictures. From a manual analysis of our 
representative corpus, we have noticed some recurrent behaviors reproduced by 
people when they annotate their pictures. 
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First of all, we have noticed the following features. Personal pictures are most 
often annotated when they are published in a web site (or blog) in order to be shared 
or publicly displayed.  Then, those annotations are mostly individuals, and finally a 
textual annotation is often associated to a single picture. Concerning the nature of the 
annotations, they are most of the time short (about 8 words per annotation) and are 
composed at 90% of a single sentence. We can also notice that annotations are often 
written in a “good” English or French, respectful of typographic and grammatical 
rules. We have also observed that annotations mainly focused on recurrent subjects 
like places, people and events illustrated on pictures.  

Of course those observations can be specific to the nature of queries we have 
submitted to search engines in order to collect our analyzed corpus. Nevertheless, 
photo album software (on-line and off-line) seems to be used predominantly to 
manage trip albums and family albums. Thus, about 95% of the annotations we have 
collected contain a proper name of place or people. Moreover, people and places are 
not always directly cited in the annotations, but mentioned indirectly using 
paraphrases1. This aspect can notably be explained by pragmatic reasons, like the 
gathering of pictures in albums or sessions. With on line services, all photos uploaded 
at the same time are grouped together. This uploading section is sometime identified 
by a name corresponding to dates, events, holidays, family description, etc. Thus, 
pictures are annotated according to the group of photos they belong to. Photos 
softwares also enforce this grouping of photos by folders or albums. Those photos 
groups partly explained the use of paraphrases, or reference to contextual information 
in photo annotation in order to avoid repetitions of people and places names and also 
to recreate continuity between pictures. For example we have found the following 
kind of annotations of photos in different groups: “We are visiting Italia.”, and “And 
now its capital.” in one album and “My mum: Nathalie”, “mum is cooking” in 
another.  

The use of paraphrases is an important particularity of annotation of users’ pictures 
which has to be taken in account in order to extract relevant descriptors. Current 
indexation strategies which consider the pictures textual context as bag of words, only 
provide inaccurate descriptors for annotations containing paraphrases. Indeed, 
nominal sentences like “Visit of a famous museum of the French capital.” are 
recurrently used and are frequent in our representative corpus. But, classical pictures 
indexation methods would only indexed them by informative words: visit, museum, 
French, capital. Thus, the picture associated to this annotation will not be proposed to 
users querying photos of Paris. 

The previous example also illustrates a major difficulty of this indexation task: 
ambiguities. And this is particularly the case for people and places proper names 
(Paris, Nancy, Florence, Adelaide, Albania, etc) which are the main subjects of 
annotation. This is a reason why it is really important to focus precisely on these two 
kinds of descriptors. Thus, without a deep analysis of the annotations, only inaccurate 
and ambiguous descriptors will be extracted which negatively affect the indexation 
process precision and efficiency. 

                                                           
1 Reformulation of an idea or concept using different words (For example, “The British capital” 

paraphrase the proper name “London”. 
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3.3   Our Approach Based on a Linguistic Interpretation of the Annotations 

In the previous section we have identified some particularities, which should strongly 
influence the indexation process to develop in order to respect human behaviors.  

We have first observed that these pictures and symmetrically their annotations, 
mostly concern people and places. This explains why Someone and our proposed 
indexation process essentially focus on these two aspects. Thus, the goal of our 
process is to extract relevant descriptors of people and places which are then used 
to index (and symmetrically to retrieve) pictures. But, this information is often 
ambiguous. For this reason, an adapted disambiguation step is performed in order 
to identify the correct category of a descriptor (a place or a person). Such 
ambiguities can be resolved using two kinds of information: the user’s context and 
the linguistic structure of the annotations. Indeed, ambiguous words which can 
refer to places or people can be disambiguated using user defined contextual 
information. For example, the extracted descriptor “Paris” which represents an 
example of such ambiguities should be considered as a first name if the user has 
manually defined a descriptor of a person named “Paris” or “Pictures of Paris” in 
the people section of its taxonomy of descriptors managed through Someone. 
Secondly, the linguistic structure of the textual annotation can also be used to 
achieve this disambiguation task. In the following annotation “Florence is eating 
an ice-cream on the beach.”, even if “Florence” can refer to a first name or an 
Italian city, syntactic and semantic aspects should largely influence the indexation 
process in favor of a first name. 

We have also remarked that recurrently people and places are indirectly cited in the 
annotations using paraphrases. Identifying which entity is referred in those 
paraphrases is mandatory in order to achieve a precise and relevant pictures 
indexation. Subsequently, paraphrases have to be identified in order to be resolved. 
From our corpus, we have noticed that a small set of syntactic patterns can be used to 
identify such nominal phrases corresponding to paraphrases and that a geographical 
thesaurus and an ontology of relationship between the user and other people can be 
used to resolve such linguistic phenomena. 

Another issue is when a textual comment refers to a new entity which is not 
corresponding to an existing descriptor in the user's taxonomy. Then, the indexation 
process has to propose the creation of new descriptors and their integration in the 
existing taxonomy. 

4   The Indexation Process 

This section describes precisely the indexation process which we have developed and 
integrated in Someone. This process implements the requirements specified in 
section 3.3. Fig. 1 illustrates the decomposition of the process, which is principally 
composed of three steps:  

1.  The candidate descriptors extraction and categorization; 
2.  Paraphrases resolution; 
3.  Contextual integration. 
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To explain the role of each step, we will illustrate each intermediate result generated 
on the following example which voluntarily representative of the functionalities 
supported by our system: "My sister Paris is visiting a museum in Florence with 
Nancy’s brother". 

 

Fig. 1. Decomposition of our indexation process 

 4.1   Candidate Descriptors Extraction 

This first stage aims at extracting candidate descriptors of people and places from 
textual annotations. Candidate descriptors are composed of places and people proper 
names or identified paraphrases referring to people and places. 

 
Construction of the linguistic interpretation: In order to identify, extract and 
categorize candidate descriptors, precise information about the linguistic structure of 
the annotations is needed. The benefits of indexation methods based on linguistic 
features have been largely validated [1] [13]. But, due to efficiency reasons they only 
have been experimented for specific tasks. Nevertheless, as annotations associated to 
pictures are very short (see 3.2), a linguistic analysis can be performed without 
damaging the whole performance of the system. Thus, candidate descriptors are 
extracted from a linguistic interpretation of the annotations. We have identified the 
linguistic features which can discriminately identify and categorize descriptors 
representing people and places. Those features mainly concern syntactic relations, 
lexical and semantic features. For each annotation, a syntactic analysis constrained by 
semantic rules is achieved by the linguistic toolbox TiLT [14]. Detailed lexical 
features, semantic features morpho-syntactic categories are affected to each word of 
the annotation to index. Then, syntactic relations are calculated in order to obtain 
dependency trees. Fig. 2 graphically illustrates one of the dependency trees proposed 
by TiLT on our example. Considering the inherent ambiguity of natural languages, 
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several syntactic interpretations can be proposed for a single sentence. The linguistic 
toolbox has been tuned to perfectly fit our requirements. Indeed, as annotations are 
not always grammatically well-formed and are mainly composed of a succession of 
nominal phrases, the grammar has been relaxed in order to generate in every case at 
least a partial syntactic interpretation. Moreover, in order to increase the coverage of 
identified proper names of places and people, a large lexicon of proper names has 
been used. It is particularly composed of a lexicalized version of the Thesaurus 
Geographical Names data base [15] (475.406 proper names of places) and a 
lexicon of 8.829 first names. As we have said in a previous section (see 3.2), many 
proper names are ambiguous and can refer to people and places. For example, 
“Nancy” is one of the 1.708 examples of lexical ambiguities present in our lexicon. 
One of the advantages of our indexing approach based on a linguistic interpretation is 
to constraint the possible interpretations of the words with semantic rules. This means 
that “Nancy”, for example, can be associated to two different lexical units, one 
qualified by a semantic feature of human and one of place (Nancy is a town in the 
north of France). But, for a sentence like “Nancy eats an ice-cream on the beach.”, a 
semantic constraint associated to the syntactic relation which links a subject and the 
verb “to eat”, stipulates that only lexical unit having a human type can be attach to 
this verb with as a subject. Thus, a first level of disambiguation is performed using 
linguistic constraints.  

Candidate descriptors extraction and categorization: Candidate descriptors are 
extracted according to lexical, syntactic and semantic patterns. Those linguistic 
features are defined in extraction rules which are written using XSLT and are applied 
to an XML version of the dependency trees.  Each rule (or set of rules) is producing 
one or several extracted descriptors categorized with one of the five following 
descriptor types: person item, place item, person paraphrase item, place paraphrase 
item or a person paraphrase acquisition. Thus each extracted candidate descriptor is 
directly categorized according to the activated rule. Ambiguities which can't be 
resolved by the linguistic analysis are left until the contextual integration stage 
(Sec. 4.3). Tab. 1 illustrates some of the recognition patterns we have developed: 
Each applied linguistic feature is found in the properties of the nodes in the 
dependency tree in Fig 2.   

Table 1. Linguistic features used to extract candidate descriptors for our base example 

Extracted descriptor Applied linguistic features Assigned category 
“My sister Paris” lexical: marker  of relationship 

lexical: human proper name 
Person  paraphrase 

Acquisition 
“Paris” lexical:1 human proper name Person  

“a museum in Florence”  lexical: place reference 
lexical: place proper name 

syntactic: preposition of location 

Place paraphrase 

“Florence”  Lexical: place proper name Place 
“Nancy’s brother” lexical: human proper name 

lexical: marker of relationship 
syntactic: possessive mark 

Person paraphrase 
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4.2   Resolving Paraphrases 

Extracted candidate descriptors categorized as paraphrases are then resolved in order 
to propose the person or place name indirectly cited in pictures’ annotations. Three 
semantic knowledge bases are used to resolve those paraphrases: 

1 a geographic thesaurus containing semantic information on place names  
(e.g. Florence:Lat=43.7830, Long=11.2500, city, Tuscani(region)/Italy(nation)/ 
Europe (continent) /World(facet)). 

2 Ontology of relationships between people including rules for inferring relations 
from initial ones; like for example the son of a brother is a nephew.  

3 A generic linguistic thesaurus including semantic information about lexical units. 
(e.g. the qualifier “Italian” is linked with the “SEM/ITALY” concept ). 

 
Resolving place paraphrases: The place paraphrases resolution proposed by our 
system covers two types of references which induce two different strategies: complete 
references ("A museum in Florence", "the Italian capital") and partial references ("the 
capital", “a museum”). 

Nominal phrases corresponding to candidate descriptors of complete place 
paraphrases are translated into SQL queries, which are then submitted to a data base 
storing the Thesaurus Geographical Names (TGN) [15]. To generate those 
queries, we take advantage of the dependency sub-tree corresponding to the 
paraphrase. From such sub-trees, we identify the type of the searched place and 
additional filters. Basically, the type corresponds to the sub-tree head and additional 
filters to its children.  

Using syntactic and lexical features, sub trees corresponding to identified place 
paraphrases are translated into SQL queries, which are then submitted to the 
geographical thesaurus. One can easily imagine that several results will be proposed 
by the system. When the number of candidate place names is upper than an a priori 
defined threshold, they are marked as unsure and need to be validated by the 
contextual integration stage (see Sec. 4.3) before being proposed to the user. For the 
following example "the Italian capital", we search capital place names located in Italy, 
where Italy is retrieve from the adjective Italian using the generic linguistic thesaurus. 
Of course, partial references like "the capital" can not be resolved this way, because 
too many proposals would be generated. We have observed that such references are 
used to refer to already introduced place names in previous pictures annotations in the 
same album.  

Thus, we use the existing place descriptors in the users’ taxonomy of descriptors to 
search place names which match the partial reference. The TGN is used to validate if 
a place name descriptor match a partial reference. We also prioritize descriptors 
previously used to index pictures of the same group of photos. Resolving the partial 
paraphrase “The capital” in a user’s context containing the places names Roma and 
France, will produce Roma as a matching place as it corresponds in the TGN to a 
capital. “Paris” is also proposed as it correspond to the capital of an existing country 
name (country is an hyperonym category of capital in the TGN). Roma is prioritized 
if it has been used for indexing other photos in the current indexing session. When 
paraphrases can not be resolved, they are deleted from the list of candidate 
descriptors. 
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Resolving references between people: People paraphrases are resolved in order to 
retrieve people names indirectly cited in textual annotations. This process uses two 
knowledge sources: a personal file of relationships between the user and other 
people and an ontology dedicated to personal relationships. Each user of Someone 
is associated to a personal file containing information about its relationships with 
other people, which can be manually and a priori defined by the user. The content 
of this file is formatted in the web language Notation 32, which is then used in 
order to resolve people paraphrases. The following expressions mean that a person 
called Paul in the user’s relationships has a sister called Nancy: :Paul :sister 
: Nancy.. 

The ontology is used to deduce more relationships from initial ones. For example 
the following rule in this ontology ?A :sister ?B. => ?B :brother ?A. , 
can be used to deduce from the previous expressions that Nancy’s brother  is called 
Paul. Thus, Paul is proposed as a candidate people descriptor resulting from the 
resolution of the paraphrase “Nancy’s bother” in our example. Each time a new 
relationship is introduced by the user or acquired from annotation (see below) the 
deduction task is activated and deduced relationships are stored in the user's personal 
relationships file. 

Identified people paraphrases are translated into Notation 3 queries in order to be 
computed with the ontology. For example, :Bart :brother _:WHO. 
corresponds to the query used to resolve the paraphrase “Bart’s brother”. The free 
variable to guess _:WHO. is unified by people names having a relation of 
:brother with :Bart according to the current user’s personal file of relationships. 
Unifications of the query variables are then considered as candidate people 
descriptors for the picture. For compatibility reasons with our application 
programming language (Java), we have been using the Jena3

 framework to assume 
this computation. The resolution task and deduction task are performed using the 
Euler4 inference engine. 

Acquisition of interpersonal relationships between people: We have introduced a 
fifth category of candidate descriptors which corresponds to users’ relationships 
acquisition cases. Indeed, our system distinguishes people paraphrases to be resolved 
like “Nancy’s sister” from acquisition paraphrases “My sister Nancy”. Some syntactic 
patterns have been defined in order to acquire new relationships between the user and 
other people. Such paraphrases are translated into Notation 3 and then added to the 
user’s personal knowledge source of relationships (if the fact does not already 
available). For example, “My sister Paris” is translated into :$USER :sister 
:Paris and after having replace $USER by the real user name, the information is 
added into its semantic knowledge base as a new fact available for future people 
paraphrases resolution like “Here is my sister”, where “Paris” will be proposed as a 
candidate descriptor corresponding to the resolution of “my sister” (:$USER : 
sister _:WHO.). 

                                                           
2 http://www.w3.org/DesignIssues/Notation3 
3 http://jena.sourceforge.net/tutorial/RDF_API/ 
4 www.agfa.com/w3c/euler/ 
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4.3   Contextual Integration, Ambiguity Clarification and Personalization  
of Proposed Descriptors 

Previous modules generate a set of candidate descriptors categorized with one of the 
two possible facets : people or places. They results from direct extraction based on the 
linguistic interpretation or from the semantic resolution process of identified 
paraphrases. Those candidate descriptors are finally integrated in the users’ context. 
The user’s context is mainly composed of its personal taxonomy of descriptors and by 
annotations or indexation proposals laid down by other users on its pictures. Based on 
this contextual information, candidate descriptors are individually validated as final 
descriptors if: 

- They match an existing user’s descriptor; For example, the candidate 
descriptor “Nancy” matches the existing user’s descriptor “My sisters 
(Nancy and Sophia)”. 

- They share a semantic relation with an existing descriptor; For example, the 
candidate descriptor “Florence” can be integrated as a sub-descriptor of an 
existing descriptor “Italia”, as these two places are linked in the TGN by a 
semantic relation of “is-a-city-of”. This semantic relation is established using 
recursively the ancestor field associated to each TGN entry. 

- They match another user proposal; Indexation proposals can be manually 
laid down by other users and then validate matching candidate descriptors. 

For the two first cases previously enumerated, an automatic indexation (i.e. user 
oriented contextual integration) is performed by our system. Candidate descriptors 
which can not be directly integrated in the user’s context and which are not marked as 
unsure (see Sec.4.2), are proposed to the user  and need to be manually validated by 
the picture’s owner before being created and integrated in the user's taxonomy. 

In order to achieve this integration of new descriptors, semantic information is 
associated to each candidate descriptor during the successive stages of the process 
(extraction, categorization, paraphrases resolution). For place descriptors, this 
information gives for example details about the nature descriptor (city, village, 
country, continent, river, etc.), its ancestors in the geographical thesaurus (like 
Paris/France/Europe/World). For people candidate descriptors resulting from 
paraphrases resolution, the stored information is the relationship shared with the user. 
For example, “Sister/Family” is associated with each result proposed for the 
resolution of the paraphrase “My sister”. When validated by the user and created in 
the user's taxonomy this contextual semantic information is also kept with the new 
descriptor. Integration of a new descriptor in the existing taxonomy depends on the 
semantic information they share. If an existing descriptor corresponds to the semantic 
information about ancestors associated to a candidate descriptor, then the candidate 
descriptor is considered as a specialization of the more global existing descriptor (and 
vice versa). If the new descriptor shares in its semantic information a common 
ancestor with existing descriptors, they will be group and will have in common 
another newly created descriptor as ancestor. Thus for example,   if “Roma” and 
“Milan” are existing descriptors in the user’s place descriptors, and “Verona” is newly 
integrated as a validated candidate descriptor for a place, a more general descriptor 
“Italia” will be also created to regroup these three Italians cities because they share a 
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common ancestor in their contextual semantic information. The same grouping task is 
achieved for people descriptors when they share a common relationship with the user. 
For example, the descriptors of two user’s brothers can be grouped under a new 
descriptor named Brothers. 

Thus, this last stage of the indexation process can be considered as a 
personalization of the results, since candidate descriptors are validated using the 
user’s context. Moreover ambiguities which are not resolved during the linguistic 
analysis (“Florence” can not be linguistically disambiguated in the annotation 
“Picture of Florence.”) can be resolved if contextual information can significantly be 
in favor of one of the possible categories. For example, if “Italia” is defined as a 
user’s place descriptor then “Florence” will be considered as a place descriptor. 

5   An Attempt for Evaluation 

To quantify the relevancy of our approach, we have manually evaluated the results 
proposed by our system on 269 annotations of our base corpus. Classical precision, 
recall and F-measure metrics [16] have been used to evaluate the candidate 
descriptors extraction and categorization. Of course, the quality of the linguistic 
interpretations generated by TiLT strongly influences the relevancy of the whole 
indexation. Due to the difficulty of evaluating a syntactic parser [17], we have only 
manually estimated the precision of the generated syntactic interpretation on a small 
subset of our corpora (50 annotations). We have obtained a precision of about 0.65 
and a recall of 0.5. This means that globally, a correct syntactic interpretation 
(complete or partial) is proposed, but a significant number of erroneous analyses are 
also generated. The significant presence of noise in the generated set of linguistic 
interpretations can be explained by the fact that a lot of lexical units are polysemous 
(15% of the recognized proper names can also be interpreted as nouns, adjective, 
verb, etc.). Thus, dedicated strategies of word sense and syntactic category 
disambiguation [18] should be integrated in the parser in order to increase its 
precision.  

Concerning the following stages of the process, we have separately evaluated the 
relevancy of the extracted candidate descriptors and the relevancy of their 
categorization: 

Table 2. Evaluation of the candidate descriptors extraction and categorization 

 Precision Recall F-measure 
Extraction 0.66 0.8 0.72 

Categorization 0.85 0.9 0.87 

 
It is of course impossible to objectively evaluate the efficiency of the paraphrases 

resolution method and of the contextual validation stage as they principally depend on 
the user’s context state. Thus, we have informally tested the behavior of those stages in 
order to identify recurrent flaws of our system and possible improvements. Paraphrases 
and acquisition cases essentially concern nominal phrases, which has to be 
correctly analyzed by TiLT in order to be efficiently identified. But, considering the 
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heterogeneity of such linguistic phenomenon, this evaluation let us identify which 
precise and dedicated complementary grammatical rules of nominal phrases recognition 
have to be developed and notably with relaxed constraints over typographical styles. For 
example, the following examples should all be considered as the same acquisition case, 
which is not currently the case: “My sister Nancy”, “Nancy, my sister”, “My sister 
(Nancy)”, “Nancy: my sister”, “My sister - Nancy”, etc. 

We have also remarked that the contextual validation of candidate descriptors is 
quite robust and efficient. Ambiguous candidate descriptors like “Paris” in the 
annotation “Here is Paris!” are well contextually disambiguated when significant 
information is available. For example, if an entity named Paris is present in the user’s 
Notation 3 file of relationships, then “Paris” as a person name is associated to the 
picture as final descriptor. Oppositely, if the user’s taxonomy of descriptors contains a 
place descriptor like “Our trip in France”, “Paris” is considered as a place descriptor. 

6   Conclusions 

Personal pictures integrated in digital photo albums are most of the time described by 
textual annotations. Based on a linguistic analysis of those annotations, the module 
we have developed extract candidate descriptors corresponding to people and places 
directly or indirectly cited. Linguistic features are used to identify people and places 
paraphrases, which are resolved using semantic knowledge sources in order to 
retrieve the referred person’s name or place’s name. Finally, our system proposes a 
contextual validation of the candidate descriptors, which can be considered as a 
personalization of the indexation process. This process reaches a level of precision in 
the identification of descriptors which are not currently available in personal picture 
management services. This free the user in annotating it's picture with natural 
language comments which are primarily dedicated to communicate and share with 
other and can be secondly used for retrieval purposes. Moreover, this presented 
process of semantic descriptor extraction in a textual annotation is also applied to user 
query in natural language. Users can formulate queries with paraphrases like “photos 
of my sisters” and it disambiguates queries with proper name being places or person’s 
name. But undeniably, the quality of results of the used syntactic parser affects the 
whole reliability of the system.  This quality depends principally of the linguistic 
resources which are the lexicon, the grammar rules, and the semantic constrains of 
those rules. For this reason, we are still increasing the size of our corpus of 
annotations and conducting evaluation in order to complete linguistic resources for a 
better coverage and robustness. Anyway, our indexation process achieves promising 
functionalities which are planed to be integrated in a complete system for semi-
automated pictures indexation which will be proposed to user's of an online service 
for personal pictures sharing.  
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Abstract. We have empirically discovered that the space of human actions has 
a linguistic framework. This is a sensory-motor space consisting of the 
evolution of the joint angles of the human body in movement. The space of 
human activity has its own phonemes, morphemes, and sentences. This has 
implications for conceptual grounding. We present a Human Activity Language 
(HAL) for symbolic non-arbitrary representation of visual and motor 
information. In phonology, we define atomic segments (kinetemes) that are 
used to compose human activity. We introduce the concept of a kinetological 
system and propose five basic properties for such a system: compactness, view-
invariance, reproducibility, selectivity, and reconstructivity. In morphology, we 
extend sequential language learning to incorporate associative learning with our 
parallel learning approach. Parallel learning solves the problem of 
overgeneralization and is effective in identifying the kinetemes and active joints 
in a particular action. In syntax, we suggest four lexical categories for our 
Human Activity Language (noun, verb, adjective, and adverb). These categories 
are combined into sentences through syntax for human movement. 

Keywords: sensory-motor semantic grounding, human activity language, 
parallel grammatical learning. 

1   Introduction 

For the cognitive systems of the future to be effective, they need to be able to share 
with humans a conceptual system. Concepts are the elementary units of reason and 
linguistic meaning. A commonly held philosophical position is that all concepts are 
symbolic and abstract and therefore should be implemented outside the sensory-motor 
system. This way, meaning for a concept amounts to the content of a symbolic 
expression, a definition of the concept in a logical calculus. 

An alternative approach states that concepts are grounded in sensory-motor 
representations. This sensory-motor intelligence considers sensors and motors in the 
shaping of the cognitive hidden mechanisms and knowledge incorporation. There 
exists a variety of studies in many disciplines (neurophysiology, psychophysics, 



 Human Activity Language: Grounding Concepts with a Linguistic Framework 87 

cognitive linguistics) suggesting that indeed the human sensory-motor system is 
deeply involved in concept representations. 

The functionality of Broca’s region in the brain [10] and the mirror neurons theory 
[4] suggests that perception and action share the same symbolic structure as a 
knowledge that provides common ground for sensory-motor tasks (e.g. recognition 
and motor planning) and higher-level activities. Furthermore, spoken language and 
visible movement use a similar cognitive substrate based on the embodiment of 
grammatical processing. There is evidence that language is grounded on the motor 
system [5], what implies the possibility of a linguistic framework for a grounded 
representation. 

In this paper, we investigate the involvement of sensory-motor intelligence in 
concept description and, more specifically, the structure in the space of human 
actions. In the sensory-motor intelligence domain, our scope is at the representation 
level of human activity. We are not mainly concerned with visual perception (motion 
capture from images), nor with actual motor generation (computation of torque at 
joints). 

We believe multimedia applications will ultimately include all types of sensory 
data. Current applications involve mostly visual and audio information. Although 
these media are important, the integration of sensory data with motor information is 
extremely relevant. An artificial cognitive system with sensory-motor representations 
is able to learn skills through imitation, better interact with humans, and understand 
human activities. This understanding includes reasoning and the association of 
meaning to concrete concepts. The closing of this semantic gap involves the 
grounding of concepts on the sensory-motor information of the corresponding action. 
In this paper, we contribute to the grounding of concrete concepts by modeling human 
actions with a sensory-motor linguistic framework. 

The grounding process may start from video, where objects are detected and 
recognized. At this level, human body parts are features extracted from visual input 
and, consequently, human movement is captured. In this paper, we are interested in 
human actions corresponding to general observable voluntary movement. 

The problem addressed in this paper is to learn representations for human activity. 
In this sense, motion capture data is processed towards the discovery of structure in 
this space. We discovered that human action space has the structure of a language, the 
Human Activity Language (HAL), with its own phonology, morphology, and syntax. 
In this paper, we show how we could obtain this language using empirical data. The 
phonology of human movement involves the segmentation problem, the 
symbolization problem, and an evaluation system. The morphology of human activity 
is posed here as a grammatical inference problem. 

The availability of a language characterizing human action has implications with 
regards to the grounding problem, to the universal grammar theory, to the origin of 
human language and its acquisition process. Besides these theoretical issues, a 
linguistic representation for human activity has several practical advantages. A 
compact specification for human activity leads to compression and better efficiency. 
Once a symbolic linguistic representation is provided, natural language processing 
and speech recognition are sources of methods that could be applied to activity 
understanding. A non-arbitrary symbolic representation allows the use of techniques 
of symbolic reasoning for inference and other cognitive tasks (e.g. recognition) on 
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human activities. This framework could also be used as a basic module of a symbolic 
query language for the processing of multimedia data. 

Human activity representation involves several challenging problems and has 
many applications in different areas such as Robotics, Kinesiology, Biomechanics, 
Performing Arts, and Human-Computer Interaction. In Computer Vision, surveillance 
is achieved with automatic activity detection and recognition based on action 
representations. They also assist video annotation with efficient storage, transmission, 
editing, browsing, indexing, and retrieval of the motion data in visual media. 
Basically, low-level features in the visual data are mapped explicitly or implicitly into 
higher-level features representing human movement. These features are parsed 
according to our linguistic framework and, consequently, concrete reasoning is 
performed on this grounded linguistic space. In Computer Graphics, computer 
animation performs realistic motion synthesis and composition. A linguistic 
framework supports automatic animation through the generation of human movement 
according to the human activity language. 

The experimental validation of our linguistic framework is performed in a motion 
capture database. Our motion capture database contains around 200 different actions 
corresponding to verbs associated with voluntary observable movement. The actions 
are not limited to any specific domain. Instead, the database includes actions of 
several types: manipulative (prehension and dexterity), non-locomotor, locomotor, 
and interaction. Each action was performed by the same actor repeated times. 

The paper follows with a brief review of representative related work in section 2. 
Section 3 reviews optical motion capture techniques which map motion in visual 
media to joint angle functions. In section 4, we introduce the concept of kinetology 
with its five basic properties. The morphology of human movement is described in 
section 5 through sequential and parallel language learning. In section 6, syntax 
concerns lexical categories for a Human Activity Language (HAL) and syntactic rules 
constraining sentence formation. Section 7 summarizes our main results and indicates 
future research. 

2   Related Work 

There are several approaches towards bridging the semantic gap between low-level 
features and high-level concepts. Relevance feedback [11] is an interactive approach 
for content-based image retrieval. The relevant images are selected according to user 
feedback and low-level features extracted from each image in a database. Hidden 
annotation [2] further extends these features by including manually Boolean semantic 
attributes (e.g. person, city, animal) in the relevance inference. Usually, image 
databases are only partially annotated due to the heavy manual labor involved. Active 
learning [15] aims to determine which subset of the database should be annotated. In 
this sense, our approach is a step towards fully automatic annotation. Given the 
motion information, each action is automatically converted into our symbolic 
linguistic representation and linked to the corresponding concept for further 
processing. Usual text search engines and other symbolic manipulation techniques 
could be used for the retrieval of multimedia information. 
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In our linguistic framework, we aim initially to find movement primitives as basic 
atoms. Fod at al. [3] find primitives by k-means clustering the projection of high-
dimensional segment vectors onto a reduced subspace. Kahol at al. [6] use the local 
minimum in total body force to detect segment boundaries. In Nakazawa at al. [8], 
similarities of motion segments are measured according to a dynamic programming 
distance and clustered with a nearest-neighbor algorithm. Wang at al. [13] segment 
gestures with the local minima of velocity and local maxima of change in direction. 
The segments are hierarchically clustered into classes using Hidden Markov Models 
to compute a metric. A lexicon is inferred from the resulting discrete symbol 
sequence through a language learning approach. 

Language learning consists in grammar induction and structure generalization. 
Current approaches [9, 12, 14] account only for sequential learning. In this paper, we 
extend language learning to consider parallel learning which is inspired by associative 
learning. 

3   Visual Motion Capture 

The mapping from low-level visual features to human movement can be achieved 
implicitly or explicitly through motion capture. Motion capture is the process of 
recording real life movement of a subject in some digital geometric representation 
(e.g. Cartesian coordinates and Euler angles). Optical motion capture uses cameras to 
reconstruct the body posture of the human performer. One approach employs a set of 
multiple synchronized cameras to extract markers placed in strategic locations on the 
body (see Fig. 1). 

 

Fig. 1. Optical motion capture 

A more flexible method, markerless monocular (single camera) motion capture 
(MMMC), avoids the use of markers and extends the capabilities of such systems to 
any input video. A model-based approach [1] for MMMC uses a 3D articulated model 
of the human body to estimate the posture such that the projection of the model fits 
the image of the performer for each frame. Data driven techniques [7] use a motion 
database to help in the reconstruction of the motion in the video. The motion database 
is pre-processed in order to create connecting transitions between similar poses 
according to kinematic features. 
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Given a video featuring human actions, a MMMC system extracts the human 
movement from visual features such as silhouettes. Joint angles are computed for all 
degrees of freedom (DOF) in a hierarchical body model. These joint angle functions 
are the initial input for segmentation in our linguistic framework. 

4   Kinetology: The Phonology of Human Movement 

A first process in our linguistic framework is to find structure in human movement 
through basic units akin to phonemes in spoken language. These atomic units are the 
building blocks of a phonological system for our Human Activity Language. We refer 
to this system as a kinetological system. We propose this concept of kinetology, 
where a kinetological system consists in a geometric representation of 3D movement, 
a specification of atomic states (segmentation), the association of symbols to 
segments (symbolization), and satisfies some basic principles. We introduce five 
principles on which such a system should be based: compactness, view-invariance, 
reproducibility, selectivity, and reconstructivity. 

  
(a) Hip Flexion/Extension: RYBG (b) Knee Flexion/Extension: BGRYBGRY 

Fig. 2. Symbolic representation of joint angle functions 

In order to segment human movement, we consider each actuator independently. 
An actuator is associated with a joint angle specifying the original 3D motion of the 
actuator according to an internal geometric representation. The segmentation process 
assigns one state to each instant of the movement for the actuator in consideration. 
Contiguous instants assigned to the same state belong to the same segment. We define 
a state according to the sign of derivatives of a joint angle function. The derivatives 
used in our segmentation are angular velocity and angular acceleration. 

Each segment corresponds to an atom α, where α is a symbol associated with the 
segment’s state. The atomic symbols (B, G, R, Y), called kinetemes, are the 
phonemes of our kinetological system. The symbol B is assigned to positive velocity 
and positive acceleration segments; the symbol G is assigned to positive velocity 
and negative acceleration segments; the symbol R is assigned to negative velocity and 
negative acceleration segments; and the symbol Y is assigned to negative velocity and 
positive acceleration segments (see Fig. 2). 
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4.1   Compactness and View-Invariance 

The compactness principle is related to describing a human activity with the least 
possible number of atoms in order to decrease complexity, improve efficiency, and 
allow compression. Compactness is achieved through segmentation which reduces the 
number of parameters in the representation. Our segmentation approach was 
implemented as a compression method for motion data and resulted in files with about 
3.698% of the original size. Further compression could be achieved with the use of 
symbolization. 

An action representation should be based on primitives robust to variations of the 
image formation process. A view-invariant representation provides the same 2D 
projected description of an intrinsically 3D action even when captured from different 
viewpoints. View-invariance is desired to allow visual perception and motor 
generation under any geometric configuration in the environment space. 

We introduce the Compactness/View-Invariance (CVI) graph for a DOF. A CVI 
graph shows the states associated with the movement at different viewpoints (see 
Fig. 3). In order to evaluate the compactness and view-invariance, a circular 
surrounding configuration of viewpoints is used. For each time instant (horizontal 
axis) and for each viewpoint in the configuration of viewpoints (vertical axis), the 
movement state is associated with a representative color. 

 

Fig. 3. Compactness/View-Invariance Graph 

A compactness measurement consists in the number of segments when the 
movement varies with time. For each viewpoint, the compactness measurement is 
plotted on the left side of the CVI graph. The view-invariance measurement concerns 
the fraction of the most frequent state among all states for all viewpoints at a single 
instant in time. For each time instant, the view-invariance measure is computed and 
plotted on the top of the CVI graph. 

Note that the view-invariance measure has some uncertainty at the borders of 
segments and at degenerate viewpoints. The border effect shows that movement 
segments are not completely stable only during the temporal transition between 
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segments. The degenerate viewpoints are special cases of frontal views where the 
sides of a joint angle tend to be aligned. 

4.2   Reproducibility 

An important requirement for a kinetological system is the ability to represent actions 
exactly in the same way even facing intra-personal or inter-personal variability. A 
kinetological system is reproducible when the same symbolic representation is 
associated with the same action performed at different occasions or by different 
subjects. 

A reproducibility measure is computed for each joint angle considering a gait 
database of 16 people covering males and females at different ages. The 
reproducibility measure of a joint angle is the fraction of the most frequent symbolic 
description among all descriptions for the database files. A very high reproducibility 
measure means that symbolic descriptions match among different gait performances 
and the kinetological system is reproducible. 

 

Fig. 4. Reproducibility measure for 12 DOFs during gait 

The reproducibility measure is very high for the joint angles which play a primary 
role in the walking action (see Fig. 4). Using our kinetological system, six joint angles 
obtained very high reproducibility: pelvic obliquity, hip flexion-extension, hip 
abduction-adduction, knee flexion-extension, foot rotation, and foot progression. 
These variables seem to be the most related to the movement of walking forward. 
Other joint angles obtained only a high reproducibility measure which is interpreted 
as a secondary role in the action: pelvic tilt and ankle dorsi-plantar flexion. The 
remaining joint angles had a poor reproducibility rate and seem not to be correlated to 
the action: pelvic rotation, hip rotation, knee valgus-varus, and knee rotation. 

Our kinetological system performance on the reproducibility measure for all the 
joint angles shows that the system is reproducible for the DOFs intrinsically related to 
the action. Further, the system is useful in the identification (unsupervised learning) 
of variables playing primary roles in the activity. The identification of the intrinsic 
variables of an action is a byproduct of the reproducibility requirement of a 
kinetological system. 
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4.3   Selectivity 

The selectivity principle concerns the ability to discern between distinct actions. In 
terms of representation, this principle requires a different structure to represent 
different actions. We compare the compact representation of several different actions 
and verify whether their structures are dissimilar. 

The selectivity property is demonstrated in our representation using a set of actions 
performed by the same individual. Four joint angles are considered: left and right hip 
flexion-extension, left and right knee flexion-extension (see Fig. 5). The different 
actions are clearly represented by different structures. 

 
(a) Walk (b) Run (c) Jump 

Fig. 5. Selectivity: Different representations for three distinct actions 

4.4   Reconstructivity 

Reconstructivity is associated with the ability to approximately reconstruct the 
original movement signal from a compact representation. Once the movement signal 
is segmented and converted into a non-arbitrary symbolic representation, this compact 
description is only useful if we are able to recover the original joint angle function or 
an approximation. 

In order to use a sequence of kinetemes for reconstruction, we consider one 
segment at a time and concentrate on the state transitions between two consecutive 
segments. Based on transitions, we determine constraints about the derivatives at 
border points of the segment. 

Each segment can have only two possible states for a next neighbor segment. 
However, the transition B → Y (R → G) is impossible, since velocity cannot 
become negative (positive) with positive (negative) acceleration. Therefore, each of 
the four segment states has only two possible state configurations for previous and 
next segments and, consequently, there are eight possible state sequences for three 
consecutive segments. Each possible sequence corresponds to two equations and 
two inequality constraints associated with first and second derivatives at border 
points. 

A simple model for a joint angle function inside a segment is a polynomial. 
However, low degree polynomials don’t satisfy the constraints originated from the 
possible sequences of kinetemes. For example, a cubic function has a linear second 
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derivative which is impossible for sequences where the second derivative assumes 
zero value at the borders and non-zero values at interior points (e.g. GBG). The least 
degree polynomial satisfying the constraints imposed by all possible sequences of 
kinetemes is a fourth degree polynomial. 

The reconstruction process finds five parameters defining this polynomial with the 
two equations associated with the particular sequence of kinetemes. This involves an 
under-constrained linear system and, consequently, additional constraints are required 
to reconstruct the polynomial modeling the joint angle function in a segment. We 
introduce two more equations using the joint angle value at the two border points. 
With four equations, a linear system is solved up to one variable. This last free 
variable is constrained by four inequalities and it can be determined using some 
criteria such as jerk minimization (see Fig. 6). We implemented this reconstruction 
scheme as a decompression method for motion data. The average error for all joints 
was about 0.823°. This way, action generation is effectively achieved just by applying 
reconstruction to our symbolic compact representation. 

  
(a) Hip Flexion/Extension (b) Knee Flexion/Extension 

Fig. 6. Reconstruction of joint angle functions 

4.5   Symbolization 

The kinetological segmentation process results into atoms observing some natural 
variability. Our goal is to identify the same kineteme amidst this variability. A 
classification process associates each kineteme with a class/cluster which is denoted 
as a literal symbol. All kinetemes are obtained by executing the same process for a 
vocabulary of human actions. 

Symbolization consists in clustering motion segments such that each class contains 
variations of the same motion. This way, each segment is associated with a symbol 
representing the cluster that contains motion primitives with a similar spatio-temporal 
structure (see Fig. 7). 

Each joint angle is considered independently and the movement corresponding to a 
specific DOF is segmented into a sequence S of n atoms αi. The input for our 
algorithm is this sequence of atoms. A class label is assigned to each atom such that 
the similar kinetemes will be assigned to the same cluster. 
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Fig. 7. Segmentation and symbolization 

A simple way to perform symbolization is to compute a graph, where the set of 
vertices corresponds to all segments with the same atomic state. There exists an edge 
between two vertices in the graph if the similarity distance between the two 
corresponding segments is less than a threshold value. The similarity distance is the 
absolute difference between the time normalized versions of the joint angle functions 
associated with the segments. The symbolization clusters are the connected 
components of the similarity graph. 

5   Morphology 

Morphology is concerned with the structure of words, the constituting parts, and how 
these parts are aggregated. In the context of a Human Activity Language, morphology 
involves the structure of each action and the organization of a praxicon (lexicon of 
human movement) in terms of common subparts. Our methodology consists in 
determining the morphology of each action in a praxicon and then in finding the 
organization of the praxicon. 

The morphology of a specific human action should include the selection of which 
joints are involved in the activity, the identification of the kinetemes associated with 
each participating actuator, and the synchronization rules among kinetemes in 
different active joints. We pose the problem of learning the morphology of a human 
action as the grammatical inference of a grammar system modeling the human 
activity such that each component grammar corresponds to an actuator. 

5.1   Sequential Grammar Learning 

In order to analyze the morphology of a particular action, we are given the symbolic 
representation for the movement associated with the concatenation of several 
performances of this action. For each joint angle, we apply a grammar learning 
algorithm to this representation, which ultimately consists in a single string of 
symbols instantiating the language to be learned. Each symbol in the string is 
associated with a time period. 

The learning algorithm induces a context-free grammar (CFG) corresponding to 
the structure of the string representing the movement. The algorithm is based on the  
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frequency of digrams in the sequence. At each step i, a new grammar rule Ni → AB is 
created for the most frequent digram AB of consecutive symbols and every occurrence 
of this digram is replaced by the non-terminal Ni in the sequence of symbols. This 
step is repeated until the most frequent digram in the current sequence occurs only 
once. Each non-terminal Ni is associated with the time period corresponding to the 
union of the periods of both symbols A and B. The CFG induced by this algorithm 
corresponds to a forest of binary trees which represents the structure of the movement 
(see Fig. 8). 

 

Fig. 8. Grammar forest tree for the hip joint during walk forward 

5.2   Parallel Grammar Learning 

The execution of a human action involves the achievement of some goal and, 
therefore, requires consistency in a single string (sequential grammar) and coordina-
tion among different strings (parallel grammar). This way, sequential grammar 
learning and parallel grammar learning are combined to infer the morphology of a 
human action. 

A problem with sequential learning is the overgeneralization that takes place when 
two unrelated non-terminals are combined in a rule. This happens mostly in higher-
levels of the grammar tree, where the digram frequencies are low. In order to 
overcome this problem, we introduce parallel grammar learning which considers all 
joint angles simultaneously. 

A parallel grammar system consists in a set of simultaneous CFGs related by 
synchronized rules. A synchronized rule between two non-terminals of different 
CFGs constrains these non-terminals to have an intersecting time period in the 
different strings generated by their respective CFGs. This grammar models a system 
with different strings occurring at the same time. In human activity, each string 
corresponds to the representation of the movement for one joint angle. 

The parallel learning algorithm executes sequential learning considering all the 
joint angles simultaneously. The digram frequency is still computed within the string 
corresponding to each joint angle independently. When a new rule is created, the new 
non-terminal is checked for possible synchronized rules with non-terminals in the 
CFGs of other joint angles. A synchronized rule relating two non-terminals in 
different CFGs is issued if there is a one-to-one mapping of their occurrences in the 
associated strings. Furthermore, any two mapped occurrences must intersect the 
corresponding time periods (see Fig. 9). 
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Fig. 9. Parallel grammar system learning 

Initially, synchronized rules are difficult to be issued for low-level non-terminals 
(closer to the leaves of the grammar forest tree). These non-terminals have a high 
frequency and some atom occurrences are spurious. However, high-level non-
terminals are more robust and synchronized rules are reliably created for them. This 
way, when a synchronized rule is issued for a pair of non-terminals A and B, their 
descendents in the respective grammar trees are re-checked for synchronized rules. 
This time, we consider only instances of these descendent non-terminals which are 
concurrent with A and B, respectively. 

We show an execution of our parallel learning algorithm below. For two iterations, 
we show the set of strings A, the sets of production rules Pi, and the relation R with 
the synchronized rules. Spaces and dashes are just for visual presentation of the time 
period associated with each symbol. Non-terminals are displayed only with their 
index numbers. 

A = {(a -5- d -5- a d a -5- d -5- a d a -5- d -5- a d), 
     (-1- a d a -1- d -1- a d a -1- d -1- a d a -1- d), 
     (---4--- ---4--- ---4--- ---4--- ---4--- ---4---), 
     (a d a d c a b c a d b b d b c a c d c b b a a d), 
     (a -6- d -6- a d a -6- d -6- a d a -6- d -6- a d)}, 
P1 = {5-> bc}, P2 = {1-> bc}, P3 = {2-> cd, 3-> 2a, 4-> 3b}, P4 = {}, P5 = {6-> bc}, 
R = {(2,1), (3,1), (4,1), (5,1), (5,2), (5,3), (5,4), (6,1), (6,2), (6,3), (6,4), (6,5)}. 

A = {(a -5- d -5- a d a -5- d -5- a d a -5- d -5- a d), 
     (-1- a d a -1- d -1- a d a -1- d -1- a d a -1- d), 
     (-------7------- -------7------- -------7-------), 
     (a d a d c a b c a d b b d b c a c d c b b a a d), 
     (a -6- d -6- a d a -6- d -6- a d a -6- d -6- a d)}, 
P1 = {5-> bc}, P2 = {1-> bc}, P3 = {2-> cd, 3-> 2a, 4-> 3b, 7-> 44}, P4 = {}, P5 = {6-> bc}, 
R = {(2,1), (3,1), (4,1), (5,1), (5,2), (5,3), (5,4), (6,1), (6,2), (6,3), (6,4), (6,5)}. 

Besides formally specifying the relations between CFGs, synchronized rules are 
effective in identifying the maximum level of generalization for an action. Further, 
the set of joints related by synchronized rules corresponds to the active joint angles 
concerned intrinsically with the action. The basic idea is to eliminate nodes of the 
grammar trees with no associated synchronized rules and the resulting trees represent 
the morphological structure of the action being learned. 
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6   Syntax 

The Subject-Verb-Object (SVO) pattern of syntax is a reflection of the patterns of 
cause and effect. An action is represented by a word that has the structure of a 
sentence: the agent is a set of active body parts and the predicate is the motion of 
those parts. 

In a sentence, a noun represents the subjects performing an activity or objects 
receiving an activity. A noun in a HAL sentence corresponds to the body parts active 
during the execution of a human activity and to the possible objects involved 
passively in the action. The initial posture for an action is analogous to an adjective 
which further describes the active joints representing the noun in a HAL sentence. 
The sentence verb is associated with the kinematic changes each active joint 
experiences during the action execution. A HAL adverb models the variation in the 
execution of each segment. The adverb modifies the verb with the purpose of 
generalizing the motion. The motion of a segment is represented in a space with a 
reduced dimensionality, where adverbs are learned. 

The lexical categories proposed for HAL compose a nuclear syntax. A HAL 
sentence S → NP VP consists of noun phrase (noun + adjective) and verbal phrase 
(verb + adverb), where NP → N Adj and VP → V Adv (see Fig. 10). The 
organization of human movement is simultaneous and sequential. This way, the 
nuclear syntax expands to parallel syntax and sequential syntax. The parallel syntax 
concerns simultaneous activities represented by parallel sentences St, j and St, j+1. This 
syntax constrains the respective nouns of the parallel sentences to be different: Nt, j ≠ 
Nt, j+1. This constraint states that simultaneous movement must be performed by 
different body parts. 

 

Fig. 10. Nuclear, parallel, and sequential syntax 

The temporal sequential combination of action sentences St, j St+1, j must obey the 
cause and effect rule. In sequential syntax, the HAL noun phrase must experience the 
verb cause and the joint configuration effect must lead to a posture corresponding to 
the noun phrase of the next sentence. Considering noun phrases as points and verb 
phrases as vectors in the same space, the cause and effect rule becomes NPt, j + VPt, j = 
NPt+1, j (see Fig. 10). The cause and effect rule is physically consistent and embeds the 
ordering concept of syntax. 
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The lexical units are arranged into sequences to form sentences. A sentence is a 
sequence of actions that achieve some purpose. In written language, sentences are 
delimited by punctuation. Analogously, the action language delimits sentences using 
motionless actions. In general, a conjunctive action is performed between two actions, 
where a conjunctive action is any preparatory movement that leads to an initial 
position required by the next sentence. 

7   Conclusion 

In this paper, we presented a linguistic framework used for conceptual grounding 
through human activity. The grounding of concepts is achieved through the mapping 
of concrete verbs (observable voluntary actions) to the sensory-motor representations 
suggested. We introduced the concept of a kinetological system. We proposed a 
segmentation approach and a symbolization technique. As an evaluation method, we 
suggested five basic properties for such a system: compactness, view-invariance, 
reproducibility, selectivity, and reconstructivity. 

In morphology, we extended sequential language learning to incorporate 
associative learning with our parallel learning approach. Parallel learning solves the 
problem of overgeneralization and is effective in identifying the active joints, 
kinetemes, and synchronization (coordination) in a particular action. 

In syntax, we suggested four lexical categories for our Human Activity Language 
(noun, verb, adjective, and adverb). These categories are combined into sentences 
through nuclear syntax and other specific syntax for human movement: parallel and 
sequential. 

From a methodological viewpoint, our paper introduced a new way of achieving an 
artificial cognitive system through the study of human action, or to be more precise, 
through the study of the sensory-motor system. We believe this study represented 
initial steps of one approach towards conceptual grounding. The closure of this 
semantic gap will lead to the foundation of concepts into a non-arbitrary meaningful 
symbolic representation based on sensory-motor intelligence. This representation will 
serve to the interests of reasoning in higher-level tasks and open the way to more 
effective techniques with powerful applications. 

For future work, we intend to construct a praxicon (vocabulary of actions) and 
explore its morphological organization towards the discovery of more structure in the 
human activity language. We also expect more development concerning human 
movement syntax from the empirical study of this praxicon. 
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Abstract. In this paper we show a practical implementation of an adaptation 
engine based on content inspection of video material. The localization of 
domain independent hints or features that allow to infer the non homogeneous 
distribution of semantically relevant information, allows to dramatically reduce 
the amount of adapted data while maintaining the meaningful information. The 
extraction of these features is performed on-line, via techniques that operate on 
the compressed domain, following an abstraction model that allows transparent 
adaptation of DCT based video and wavelets based scalable video.  

Keywords: video summarizarion, slideshows, storyboards, video analysis. 

1   Introduction 

Increasing availability of low cost and high bandwidth connectivity, along with the 
amazing proliferation of devices with video recording and display capabilities and the 
subsequent deployment of services in this new scenario are some of the factors that 
have recently empowered the development of a set of technologies for video content 
processing and management. 

A main topic in this area is the adaptation of audiovisual media to different 
terminals, networks and users. In this sense, a first challenge is to achieve adaptation 
(e.g., bitrate reduction, frame size modification, colour conversion) while maintaining 
most of the desired information. A second one is to do this in an efficient way. 

Regarding to the first challenge, traditional content-blind adaptation is performed 
via transcoding: the original media is decoded and then encoded according to the 
target scenario. Some more efficient solutions, like transcoding without fully 
decoding[1] or simply extracting bitstream data for scalable formats, via Bitsteam 
Syntax Description (BSD)[2], are similar from this point of view.  

Video coders are currently focused on preserving perceptually relevant 
information, but do not almost consider semantic relevance; hence, the coding process 
is usually homogeneous regarding to this concept. However, relevant semantic 
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information is highly concentrated as spatial or temporal events (i.e., when something 
happens) and shows very low variation elsewhere (i.e., in static scenes, under global 
and slow motion, or under fast tracking of a relatively static object): it is highly 
inhomogeneous. Therefore, any adaptation operation that considers semantic features 
can help reducing the final bitstream size without a significant content loss. 

Semantically relevant information is usually highly dependent on the specific 
domain, ranging from the presence or absence of objects (e.g., people, faces, race 
cars) to more complex actions (e.g., left objects, people running, overtakes or 
accidents), which makes it difficult to follow a generic approach. Nevertheless, some 
meaningful situations can be considered quite domain independent (e.g., shot 
changes, changes in the camera motion scheme, moving objects relative to the 
background, etc.), and are hence specially adequate for content-aware domain-
independent media adaptation. One of the objectives of the work presented is to 
extract these semantically relevant features. 

Regarding to the second challenge, if we aim to carry out adaptation both over 
stored and on-line video content, the identification of relevant features has to be on-
line performed for every adaptation operation. This avoids the requirement to store 
semantic hints which may be quite bulky (e.g., segmentation masks), and the need to 
perform an exhaustive feature extraction which for many adaptation requests would 
be useless. In order to achieve on-line operation, feature extraction in the presented 
engine is performed applying techniques that work on the video compressed domain. 
Some advantages are the direct availability of estimators for features that are hard to 
extract at a pixel level (e.g., the motion field), and a dramatic reduction of the 
dimensionality (e.g., by working over DC images); the main drawback is that these 
techniques are highly dependent on the coding standard and on the coding parameters. 
Here we present an abstraction model aimed at obtaining features mostly independent 
of the specific coding domain. 

The general objective of this paper is to show a practical implementation of an 
adaptation engine based on content inspection of coded video material. Section 2 
shows a general diagram of the adaptation engine, identifying three modules: Content 
Analysis, Media Generation, and Adaptation Control. Section 3 presents the analysis 
module , which integrates the feature extraction techniques into the abstraction model 
that allows to transparently operate over two notably different domains (DCT based 
video and wavelets based video). Section 4 introduces the approach followed in the 
content generation module and the problematic associated to the control of the 
adaptation process. Finally, Section 5 shows some experimental tests. 

2   Overview 

This section presents the engine architecture (see Fig. 1) and some design 
considerations proposed to perform content-driven adaptation of video material. The 
main difference between this approach and other reported architectures[3][4] for 
content-aware video adaptation is, first, that we focus on on-line extraction of the 
semantic features that control the process; and second, that the control loop used to 
manage the output bit-rate is based in our case on the variation of the number of 
included relevant frames. 
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Although we show it here as a standalone component, the adaptation engine 
presented in this paper is just one of the available content adaptation tools of the 
framework presented in [5], more specifically the tool devoted to content-aware video 
adaptation. All the adaptation issues related to media input-output and to the 
adaptation context are managed by this framework.  

The inputs to this engine include the video source that has to be adapted and 
specific adaptation parameters. Video sources currently include MPEG1/2 video and 
wavelets based scalable video[6] according to the scheme proposed in [7]. Adaptation 
parameters include constraints externally imposed by the usage environment: user 
preferences, network characteristics and terminal capabilities, described via profiles 
using the MPEG-21 Digital Item Adaptation specification[8]. These are managed by 
the aforementioned framework, which finally calls this engine specifying a video 
adaptation mode, frame size requirements, and frame and data rate limits; these are 
the effective parameters currently accepted by the engine. 

Video adaptation modes, which define the available adapted media, include video 
slideshows and image storyboards. Frame size modifications are currently performed 
following a traditional content-blind scheme. 

Video slideshows have the same duration as the video source, but include only 
selected frames in its original temporal location; these frames are then replicated to 
maintain the original duration. Bandwidth saving is achieved by the small bit-rate 
employed in the replicated frames, and the semantic relevance is guaranteed by the 
content-aware analysis performed to select the included frames. 

Image storyboards are the result of video transmoding into images. The precise 
temporal relation between frames and the audio are completely lost but, in 
compensation, devices that do not support video can have access to some images 
showing a big picture of what is happening in the video. 

Adaptation
Control

Content Analysis Media Generation

Adaptation parameters

Adapted media type
Generation parametersMid level features

MPEG

SVC

Adapted

MediaCurrent Rate

 

Fig. 1. Overview of the adaptation engine  

The three modules identified in the architecture operate as it follows: 

− The Content Analysis module is in charge of extracting semantically relevant 
features from the video sources. The extraction of these features is performed on-
line, via techniques that operate on the compressed domain, following an 
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abstraction model that allows transparent adaptation of DCT based video and 
wavelets based scalable video. 

− The Adaptation Control module orchestrates the overall adaptation process. First, 
according to the adaptation parameters, it commands the Content Analysis module 
to read the video source and to extract the required features. Then, starting from the 
extracted features and from an initial estimation of the target bitrate, it performs the 
selection of the frames that will start conforming the output media. Finally, it 
launches the Media Generation module establishing a loop that updates the 
selection of the following frames as a response of the output bitrate. 

− The Media Generation module receives a list of frames to start generating the 
output media in the selected video adaptation mode. In parallel to the generation 
process, it calculates the output bitrate in order for the Adaptation Control to 
increase or reduce the number of selected frames. 

3   Content Analysis 

This section presents a module based on the abstraction analysis model, aimed at 
obtaining semantically relevant features which are almost independent of the specific 
coding domain, 

As presented in the introduction, the analysis process should be performed on-line, 
which also requires it to operate in real time. These two conditions impose important 
constraints on the algorithms’ design and on the data used in all the analysis stages. In 
this sense, compressed domain techniques allow an efficient analysis by avoiding the 
full decoding of the bitstream and by directly accessing to some compressed domain 
data useful for analysis. 

This module integrates compressed domain analysis in two different codecs: 
scalable video and MPEG-1/2 video. In order to simplify the use of common analysis 
algorithms among several codecs we propose the scheme described in Fig. 2.  In this 
design, three extraction stages in the analysis process are distinguished, from the 
highly specific codec-dependent compressed domain data to the generic semantic 
features, independent of the codec. These features will be used as semantic hints to 
guide the adaptation process. 

The widely known MPEG-1/2 video is based on a hybrid predictive (via motion 
compensation) and spatial transform (via the DCT in 8x8 blocks) scheme. For 
scalable video we consider the wavelet scalable video coding[1] approach based on 
the t+2D framework described in [7]. It is also based in a hybrid predictive-transform 
scheme, but with different techniques to enable scalability. It uses Motion 
Compensated Temporal Filtering (MCTF) with hierarchical variable size block 
matching (HVSBM) [9] and forward motion compensation. The spatial transform is 
based on dyadic subband decompositions, similar to those in JPEG2000[10]. It allows 
spatial, temporal and quality (SNR) scalability. In this paper we will refer to this 
specific codec as SVC. 

Although, for completeness, this section presents an analysis framework devoted to 
understand the temporal and spatial structure of the video sequence, our work on 
content-aware adaptation currently considers only temporal features. 
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Fig. 2. Architectural overview of the content analysis module  

3.1   Compressed-Domain Data 

Fast analysis is mainly based on the use of compressed data already present in the 
bitstream which can be used to infer content features. Only the first stages of the 
decoding process, usually only entropy decoding, are necessary to extract these 
required data, avoiding most of the decoding steps and consequently the computa-
tional load. 

 
MPEG. The MPEG available compressed domain data are mainly the DCT 
coefficients (DC and AC) and the macroblock motion vectors. Both can be extracted 
via header parsing and VLC decoding of the video stream. Due to the heterogeneous 
structure of the compressed P and B frames, where intra, forward and backward 
predicted macroblocks can be present in the same frame, the macroblock coding 
modes should also be considered. Depending on the algorithms and on the 
requirements in terms of temporal resolution, B and P frames decoding can be 
avoided (for instance, it’s enough to compute a basic feature once per GoP). 

 
SVC. In this case, we can take advantage of the scalability and its structure to extract 
only the information useful for the analysis. Motion information is present in the 
header of the bitstream, so that it can be extracted fast without any inverse transform. 
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Other useful information sources are the subbands which can provide low resolution 
versions of some frames as well as frequency information at different levels. 
Basically, the idea is to reduce the decoding as much as possible, avoiding 
unnecessary inverse MCTF and spatial subband reconstruction stages, only requiring 
entropy decoding of the subbands. Intrablocks in motion compensated frames are 
allowed, so block coding modes are also required. 

3.2   Basic Features 

The purpose of this stage is to get a representation of the video data which is 
independent of the original coding scheme. The basic elements of this abstraction 
level are which we refer as “basic features”. These will serve as input of the coding 
independent analysis algorithms devoted to the extraction of features with some kind 
of semantic relevance.  

Three basic features are currently considered: low resolution images, motion field 
and texture information. 

 
MPEG. DCT coefficients can be exactly obtained for any intra-coded macroblock. In 
any other case, obtaining the exact value of a coefficient requires in general four 
block IDCTs and one block DCT; however, this can be avoided if we assume to work 
with an estimation of the coefficients which can be efficiently obtained [11]. 
According to this observation, low resolution images (i.e., DC images which are 8x8 
times smaller) can be directly estimated from I frames, and quite precisely estimated 
for B and P frames.  

AC coefficients have also proven to be useful to estimate textures and edges[12]. 
In this sense we use some of these coefficients in two ways: first, to detect blocks 
containing a single edge in any direction; second, to characterize each block’s texture 
in order to detect texture change. Both indicators are primarily used to reinforce 
spatial segmentation.  

The two previous features are almost coder independent. The motion field can be 
estimated from the motion estimation vectors, which are highly coding dependent. As 
a conclusion of our thorough work on this subject[13], we decided to balance between 
efficiency and vector reliability: we estimate the motion field just from the motion 
vectors of forward macroblocks in P frames. This yields a sparse motion field (with 
macroblock resolution). 

 
SVC. Low resolution images are obtained by just selecting the version of the video 
stream with lower spatial resolution (we consider 3 spatial decompositions, so the low 
resolution version is 8x8 times smaller than the original). Depending on the frame rate 
requirements of the algorithms, and on the temporal decompositions available, some 
inverse MCTF could be necessary.  

In MPEG-1/2 the motion field can be obtained directly from the motion vectors 
present in the bitstream. The SVC implementation that we consider uses variable 
block size motion compensation: each vector may refer to different block sizes. 
Therefore, a normalization step is needed to get a motion field referred to a constant 
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block size. This is achieved via replication when the block size is bigger, or merging 
when smaller, as detailed in [14]. A normalized 16x16 pixels block size is used to 
have the same reference than for MPEG-1/2.  

Texture information can be extracted in a similar way from other subbands, mainly 
from the lowest temporal subbands. These are the only true temporal low pass 
subbands, and can be extracted directly from the bitstream without any inverse 
temporal transform. Thus, these subbands can be considered as an image coded only 
with spatial dyadic decomposition, where high pass spatial subbands can be used to 
estimate texture information of the first frame of the GoP at different spatial 
frequencies. 

3.3   Semantic Features 

In this section we refer to features more close to a general understanding of what is 
happening in the video sequence (e.g., the recording camera has changed, the camera 
begins a zoom, foreground objects move quickly) than to pure signal processing (the 
motion field, edge indicators, etc.). 

These features can not be either obtained directly from the video stream or by a 
quick mapping of some stream data, so their extraction imposes a great part of the 
global analysis effort. We currently consider the following semantic features: video 
shots, motion activity, camera motion and foreground/background segmentation.  

Video shots are often used as the basic unit of video temporal segmentation as they 
group frames with similar content. For video shot detection we use the algorithm 
proposed in [15] that works directly with frame histogram metrics computed over low 
resolution images obtained from the previous stage. However as the study in that 
work was only made for MPEG (where DC images were used) we have carried out 
similar experiments to evaluate the behavior of this algorithm for different resolution 
and quality levels. Our results show, as expected, that the performance is comparable 
for cut detection, while the processing time is much lower, when the lowest spatial 
resolution version is used.  

Motion activity is a visual feature commonly used in tasks as video analysis, 
content retrieval or video summarization[16] that aims to capture the level of action or 
pace of a video segment. MPEG-7[17] defines a descriptor to store this feature, 
computed as the standard deviation of the motion vectors magnitude normalized 
respect to video rate parameters and later quantized into five levels. We use this 
descriptor without the quantization step and considering that it was designed for 
coding schemes with motion vectors referred to a constant block size grid (MPEG-
1/2). To compute the motion activity in SVC we use the motion field after the 
normalization in the previous stage. A comparison between the activities obtained at 
different temporal levels in SVC and MPEG-1 is described in [14]. In this work, 
instead of directly using the estimated motion field to obtain this activity descriptor, 
we first remove camera motion hence achieving an estimation of objects motion. 

Camera motion (and especially relevant changes in its scheme) gives useful cues 
to know where relevant events take place. Likewise the presence of determined 
camera motions (such as panning or zooms) can be very useful in key frame 
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extraction tasks. To estimate the camera motion the method described in [18] is used, 
where an iterative algorithm fits the motion vectors to an affine model, rejecting those 
vectors that don’t follow the estimated motion. A coarse segmentation of the 
foreground moving objects can be obtained from the rejected macroblocks. 

4   Adaptation Control and Media Generation 

The Adaptation Control is the module that orchestrates the overall operation resulting 
from a video adaptation request. 

As explained in section 2, the adaptation parameters currently include the 
adaptation mode (either a video slideshow or a storyboard) the target amount of data 
(the bitrate or the number of images, respectively), and the size and aspect ratio 
constraints imposed by the terminal.  

These two adaptation modes considered so far are based on the selection of 
semantically relevant frames, that is, on the localization of temporal events. The target 
amount of data is then considered by the adaptation control in order to decide how 
many and which relevant frames will finally be included in the adapted media. This 
process requires to establish some kind of scheme that allows to select as many 
relevant frames as required (even all, if the case), and some sort of priority policy to 
guide which specific relevant frames to select. 

The diagram in Fig. 3 helps to understand the established mechanisms, which are 
specifically designed for on-line operation. Let us consider the general case of a video 
sequence containing several shots. As the video source is being analyzed, the shot 
change detector marks shot boundaries; these correspond to the first priority level, 
which is event based. In parallel, the algorithm focused on the detection of changes in 
the camera motion pattern marks these temporal milestones which correspond to the 
second priority level, also event based. 

Shot changes

Camera motion
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Camera motion
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Fig. 3. Frame priority and selection policies in the Adaptation Control 
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In the absence of events from these two detectors, we can assume that the sequence 
segment is homogeneous from the camera operation point of view (a same camera 
and a same motion scheme). The selection of semantically relevant events in this kind 
of segments begins to be quite arbitrary or domain dependent (e.g., objects entering or 
leaving, close ups of faces). Hence, in order to keep domain independence, frame 
selection is here parameter based instead of event based; this corresponds to the third 
level. 

Frame selection in this third level is performed according to two inputs. First, as a 
result of the algorithm focused on camera motion identification, we account for the 
motion parameters. The magnitude of these parameters (i.e., the amount of motion) is 
used to uniformly select frames according to the adaptation control requirements. In 
parallel, the algorithm devoted to cumulative motion activity estimation, which is 
applied over camera motion compensated vectors, yields a relative activity curve. An 
homogeneous subdivision of this curve in the cumulative activity axis (which is on-
line achieved when the cumulative value reaches a threshold that can be dynamically 
modified to select more or less keyframes) is further used to non-uniformly select 
frames, also according to the requirements. 
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Fig. 4. Architecture overview of the media generation module  

The result of the Adaptation Control module is a dynamic table indicating the 
frames that should be added to the adapted media. The Media Generation module (see 
Fig. 4) receives this table, along with the remaining required adaptation parameters 
(mode, spatial constrains, etc.) and commands the transcoder to start encoding while 
gathering the information about the number of bits used (notice that in some kinds of 
adaptation even the no-included frames use some bits, as replication has to be made). 
This number is averaged within a media segment (this segment’s size defines the rate 
accommodation interval) and then sent back to the Adaptation Control module that 
will update the number and selection of frames that must be included in the adapted 
media for the following segment. 
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5   Experimental Tests 

In this work we focus on the use of temporal features for domain independent 
adaptation. A comparative study of the quality of the achieved results could only be 
achieved via subjective evaluation tests, which have not been carried out so far. The 
described architecture and the combination of on-line analysis techniques just aim to 
show the possibility to obtain a much more semantically coherent adaptation  that that 
achieved with content-blind techniques. 

In order to illustrate the operation of the proposed engine, it has been tested over a 
video sequence built merging three well known sequences: akiyo (low activity),  
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Fig. 5. Shot changes (vertical lines), motion activity and cumulated motion activity of the test 
sequence 
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Fig. 6. Sample results of the analysis and adaptation phases in the test sequence 
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foreman and stefan (medium-high activity, with panning effects). Each one of these 
sequences has 300 frames with CIF resolution at 30 frames per second. The whole 
sequence was encoded in MPEG-1, using a GoP of 15 frames and the typical 
prediction structure IBBPBBPBB… 

Fig. 5 depicts the temporal diagrams obtained for shot changes, motion activity and 
its cumulated value over a shot. Fig. 6 shows the camera motion scheme throughout 
the three shots, and an example of frame selection, according to a specific required 
frame rate, which follows the selection mechanism detailed in the previous section. In 
this example, frames have been selected synchronized to the occurrence of level one 
and level two events. In each homogeneous segment defined between every pair of 
consecutive events, at the third level, the parameters of the camera motion model (e.g. 
panning velocity) and motion activity have been used to select frames.  

6   Conclusions and Future Work 

This paper has described an engine aimed at content-aware adaptation of video 
material. We have focused on the initial ideas that motivate such kind of adaptation, 
on the reasons that push to perform the adaptation process on-line, on the techniques 
that allow for on-line extraction of semantically relevant features, and on some 
mechanisms that finally can infer how many and which frames should be selected in 
order to generate a meaningful adapted media. 

The main conclusion is the feasibility, based on current state of the art analysis 
techniques, to achieve on-line adaptation of video material taking benefit from the 
non-homogeneous distribution of the semantically relevant information. 

Under the same presented framework, we are currently deepening into the use of 
generic spatial features (e.g., background-foreground segmentation, region selection 
according to visual attention, etc.) which may allow both for intra-frame spatial levels 
to guide variations in each region’s quality (similar to the temporal levels described) 
and for the dynamic selection of the most relevant frame window to achieve content-
aware frame size modifications. 
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Abstract. Extending our previous work on visual keywords, we use the concept 
of template-based visual   keywords using MPEG-7 color descriptors. MPEG-7, 
also called the Multimedia Content Description Interface, has been a standard 
for many years. These color descriptors have the ability to characterize 
perceptual color similarity and need relatively low complexity operations to 
extract them, besides being scalable and interoperable. We then demonstrate the 
power of these visual keywords for image clustering, when used in tandem with 
textual keyword annotations, in the context of latent semantic analysis, a 
popular technique in classical information retrieval which has been used to 
reveal the underlying semantic structure of document collections. 

Keywords: MPEG-7, visual keywords, textual keywords, latent semantic 
analysis, singular value decomposition, adjusted rand index. 

1   Introduction 

Low-level color and texture image features have been used in the past to classify a 
large set of images into different clusters [1]. Feature extraction can be based on the 
entire image or on regions of the image resulting from a segmentation process [2]. 
Such segmentation techniques have also been used to identify the objects of interest, 
based on their specific shapes. After segmentation, features are computed from each 
segmented object and used for clustering. These object segmentation techniques, 
however, are not very likely to succeed in broad domains [3]. This problem may be 
circumvented by weak segmentation, where grouping is based on some data-driven 
properties. Once such features have been extracted, the images are clustered using 
such methods as k-means, hierarchical agglomerative clustering, or a learning-based 
approach.  

Conventional approaches that use such image attributes as color and texture suffer 
from a number of problems, such as capturing semantics and formulating queries. 
One widely popular but highly inefficient solution to this problem is to annotate 
images with keywords manually, after visually examining them. The image collection 
can then be queried on these keywords. The quality of this method, however, is 
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dependent on the perception of the person annotating the images. Even so, this 
technique is used by many search engines, including Google and Yahoo.  

To overcome these problems associated with the above methods, we use both low-
level image features, in the form of visual keywords [4, 5], and text annotation to 
cluster the images. These visual keywords result from subdividing an image using 
templates of certain sizes. As template-based visual keywords are supposed to convey 
semantics, template sizes are crucial. This is the same problem as in classical 
information retrieval, where textual keywords are at the word stem level, rather than 
the individual word level or the paragraph level. Choose a template size too large 
(akin to a paragraph in classical IR), and it would contain multiple object segments 
and have a muddled semantics. Choose a template size too small (akin to a letter in 
classical IR) and its semantics would be completely undetermined. 

To organize and search a large text collection, clustering traditionally has been 
used to discover the inherent concepts embodied there [6]. The document collection 
can then be organized based on the concepts expressed through these clusters. The 
basic idea is to extract unique keywords from the set of documents and consider these 
words as features and then represent each document as a vector of weighted word 
frequencies in this feature space. A term-document matrix is created, in which rows 
represent the textual keywords and columns represent the documents [7]. Then, 
techniques such as latent semantic analysis (LSA) can be used. This technique, 
proposed in [8], uses the truncated singular value decomposition (SVD) to discover 
the latent relationships between correlated words and documents.  

In our approach, we follow the same idea and consider each image as a document 
and each template region as a word (visual keyword). Hence, each image is 
represented by multiple template regions. These regions are called tiles.  

Each tile is represented using the MPEG-7 scalable color, color structure, and 
color layout color descriptors. These descriptors have been proven to be very efficient 
in multimedia content-based search and retrieval [9].  This results, however, in a very 
large number of distinct tiles. To reduce this large number of tiles, we cluster them 
and treat tiles in the same cluster as being the same. This is akin to the stemming 
operator [10] for textual keywords. Thus, in our approach we use a term-image 
matrix, where the terms consist of textual keywords and visual keywords, each visual 
keyword being a tile representing a particular cluster of similar tiles. In this paper, we 
show that this image representation approach produces better image clusters than 
those resulting from just using image features or just using textual keywords. 
Although we do not discuss this in detail in this paper, our approach can also be used 
to associate textual keywords with visual keywords, which can lead to some 
interesting techniques for annotating images [11]. 

The rest of the paper is organized as follows. Section 2 provides a brief 
introduction to the MPEG-7 standard and describes the color descriptors used in this 
research. In Section 3, we introduce our clustering approach, using both visual 
keywords represented by MPEG-7 descriptors and already available textual 
keywords. Experimental results are shown in Section 4. Finally, in Section 5, we 
discuss future work and offer some conclusions.  
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2   MPEG-7 Descriptors  

MPEG-7, formally called the Multimedia Content Description Interface, is a standard 
for describing multimedia content data that supports some degree of interpretation of 
semantics determination, which can be passed onto, or accessed by, a device or 
computer code. MPEG-7 is not aimed at any one application in particular; rather, the 
elements that MPEG-7 standardizes support as broad a range of applications as 
possible [12]. MPEG-7 compatible data include still pictures, graphics, 3D models, 
audio, speech, video, and composition information about how these elements are 
combined in a multimedia presentation. In this work, the MPEG-7 color descriptors 
are extracted using a software tool based on MPEG-7 Reference Software: The 
eXperimentation Model [13]. We expect that a large amount of multimedia data will 
be represented using the MPEG-7 standard in the coming years. Therefore, it is 
pertinent to look into the utility of the standard in a variety of applications. There are 
seven color descriptors: color space, color quantization, dominant colors, scalable 
color, color layout, color structure, and GoF/GoP color. In its current description, the 
following six color spaces are supported: monochrome, RGB, YCrCb, HSV, HMMD, 
and monochrome (intensity only). 

What follows is a brief overview of those descriptors which are used in our work: 
 

Scalable color descriptor: The scalable color descriptor (SCD) is a global color 
histogram, encoded by a Haar transform. The SCD is defined in HSV color space. It 
has been found to be useful for image-to-image matching and retrieval based on color 
features. Retrieval accuracy increases with the number of bits used in its 
representation. The number of bins can be 16, 32, 64, 128 or 256, where, for most 
applications, it has been found that 64 bits are good enough to use.  

 
Color layout descriptor: The color layout descriptor represents the spatial color 
information in an image or in an arbitrary shaped region. Being very compact, this 
descriptor provides for a matching functionality with high retrieval efficiency at very 
small computational costs. The default number of coefficients is 12. 

 
Color structure descriptor: The color structure descriptor (CSD) captures both color 
content and the structure of this content. It is used for image-to-image matching and 
for still image retrieval. An 8 × 8 structuring element is used to extract color structure 
information instead of using each pixel individually. This descriptor can distinguish 
two images in which a given color is present in identical amounts but where the 
structure of the groups of pixels having that color is different in the two images. The 
color values are represented in HMMD color space. The number of bins can be 32, 
64, 128 or 256. The CSD provides improved similarity-based image retrieval 
performance compared to ordinary color histograms. 

3   Overview of the Proposed Approach  

In this section, we discuss our proposed method. The complete process consists of 4 
steps: 
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3.1   Extracting and Clustering Visual Keywords  

The most important issue in image search and clustering application is the 
representation of images using appropriate visual semantics. In [14, 15], tokens have 
been derived from image pixels which represent the images. The proposed visual 
keyword idea treats each tile like a word in a textual document. These visual 
keywords can be used in a variety of applications. Here, we are using them to cluster 
the images. But, we are confident that they can also be used in annotating, indexing, 
searching, and retrieving the images.  

The algorithm to represent images as visual keywords is given in Figure 1.  

Input: A set of images I ={I1, I2,…, In}.
Output: Visual keyword-image matrix 
Algorithm:
1. Divide each image Ii into non-overlapping tiles ti of the fixed template size. 
2. Extract MPEG-7 descriptors (SCD, CLD, CSD) to form a tile vector ti,j for each tile tj

of image Ii.
3. Generate a tile matrix V, where each ti,j above is a row vector of V.
4. Normalize V and then apply SVD to reduce the dimension. 
5. Apply a clustering algorithm to create C clusters out of all the tiles. 
6. Compute the visual keyword-image matrix, having one column for each image and 

one row for each cluster, where the (i,j)th element of this matrix is the number of 
times tiles from the ith cluster appear in the jth image. 

 

Fig. 1. Algorithm to create visual keyword matrix 

The first step divides the images into tiles using a predefined template size, which do 
not overlap. The tiles are selected from left to right and top to bottom manner from 
each image. This was a choice we made for our proof-of-concept experiments. The 
method of selection of tiles will not make any difference to the results. It is like extracting 
the words from any part of a text document. To avoid complexities, we decided to use 
non-overlapping tiles of a fixed size, rather than overlapping tiles of many sizes. Based 
on our successful experiments for these choices, we are currently examining a tile set 
with these more general properties. In the next step, the MPEG-7 descriptors are 
extracted from each tile. We decided to use the scalable color descriptor (SCD) with 64 
coefficients, which are good enough to provide reasonably good performance [9], the 
color layout descriptor (CLD) with 12 coefficients, found to be best tradeoff between the 
storage cost and retrieval efficiency [16], and the color structure descriptor (CSD) with 
64 coefficients, sufficient enough to capture the important features of an image [17]. 
Hence, a tile vector has 140 coefficients. We note that all three MPEG-7 descriptors have 
different feature spaces; therefore they are normalized within their own feature space 
using the following simple normalization technique: 
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where if  represents the ith feature in the feature space, mini is the minimum value of 

the ith feature, maxi is the maximum value of the  ith  feature, and '
if is the normalized 

feature value. The tile matrix is then created using all the normalized tile vectors as its 
column vectors. 

The singular value decomposition (SVD) [18] is then used to reduce the 
dimension of the normalized tile matrix from 140 to 30. We looked at all 140 
eigenvalues, and the first 30 capture all the information, without loss of generality. 
Using only the first 30 eigenvalues, the resulting matrix approximate the original 
one with 5 % error [19].  

In the next step, a clustering algorithm is applied to cluster the tile matrix into m 
clusters. We have about 165750 tiles, i.e. 252 tiles per image, generated from the 
image collection. In our case, we generate 1500 clusters, which work out to 
approximately 1% of all the tiles in the collection. We understand that there is 
no magic formula, which can decide the number of clusters for the tiles. 

We used the vcluster algorithm, which is part of the Cluto software package [20]. 
CLUTO is used to cluster low as well as high dimensional datasets and for 
analyzing the characteristics of the various clusters. We selected this because it is 
quite fast and open source. The vcluster routine uses a method called repeated 
bisections. In this method, the desired k-way clustering solution is computed by 
performing a sequence of k − 1 repeated bisections. In this approach, the matrix is 
first clustered into two groups, and then one of these groups is selected and bisected 
further. This process continues until the desired number of clusters is found. During 
each step, the cluster is bisected so that the resulting 2-way clustering solution 
optimizes a particular clustering criterion function. Note that this approach ensures 
that the criterion function is locally optimized within each bisection, but in general, 
it is not globally optimized. The cluster that is selected for further partitioning is the 
cluster whose bisection will optimize the value of the overall clustering criterion 
function. The following criterion function is used to find the membership of a tile 
with a cluster: 

maximize ( , )
1 ,

k
sim v u

i v u s
i

= ∈
 

The above criterion function is used by many popular vector space variants of the 
K-means algorithm. In this method, each cluster is represented by its centroid vector 
and the goal is to find the clustering solution that maximizes the similarity between 
each vector and the centroid of the cluster to which it is assigned. The similarity 
between objects is computed using the cosine function, which is basically the dot 
product of two vectors. 

In the final step, an image vector, whose size is the number of clusters, is created 
for each image. The jth element of this vector is equal to the number of tiles of the 
given image which belong to the jth cluster. The visual keyword-image matrix is then 
formed, having all these image vectors for columns. Finally, we normalize each 
column vector to unit length. 
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3.2   Creating a Term-Document Matrix Using Textual Keywords 

Beyond the use of textual keywords in classical document retrieval [21], text 
associated with images has been found to be very useful in practice for image 
retrieval; for example, newspaper archivists index largely on captions [22]. Smeaton 
and Quigley [23] use Hierarchical Concept Graphs (HCG) derived from Wordnet [24] 
to estimate the semantic distance between caption words. In this paper, we use textual 
keywords and combine them with visual keywords to do the clustering. As shown in 
Section 4 below, the quality of the resulting clusters is much better than what we get 
using only the textual keywords or only the visual keywords. 

The algorithm for this step is very straightforward. We first create an initial term-
document matrix (Ttex). To control for the morphological variations of words, we use 
Porter’s stemming algorithm [10]. The minimum and maximum term length 
thresholds are set as 2 and 30, which are reasonable for our experiments. Ttex is then 
normalized to unit-length. In this overall process, we used TMG (Text to Matrix 
Generator) [25], developed at the High Performance Systems Laboratory at the 
University of Patras.  

3.3   Combining Visual Keywords and Textual Keywords Information 

The systems which combine the text with image data include Blobworld [26], where 
the image segment color is translated into one of a handful of color categories, and 
image search is then just a simple textual search operation. Webseer [27] uses a 
similar method to query the images on the web (also see [3]).  

In our case, visual keywords are based on MPEG-7 color descriptors derived for 
each tile cluster of the image and textual keywords are annotations about the image. 
In order to take the advantage of both visual keywords and textual keywords, both the 
matrices Tvis, Ttex are concatenated to create a single large matrix, Tvis-tex. In our model, 
the total number of visual keywords is about 3 times larger than the number of textual 
keywords. Now, we apply LSA on this combined visual and textual space and learn 
co-occurrence relations among textual keywords and visual keywords. In summary, 
we extract the semantic relationship between text to text, image to image, and text to 
image in this step.  

3.4   Evaluating the MPEG-7 Visual Keyword Model 

Finally, we are interested in clustering the images using the visual + textual keyword 
model and comparing it with both the visual keyword model and the textual keyword 
model using the template concept and the template-as-entire-image concept. K-means 
is one of the simplest unsupervised learning algorithms that can be used to cluster 
data. This algorithm starts with a number k, which is the desired number of clusters. 
First k centroids, one for each cluster, are defined, and then each data point is 
assigned to one of these clusters. This assignment is based on the minimum distance 
from the data point to the cluster centroids. This procedure can be repeated until 
centroids do not change their positions. 

K-Means minimizes the sum, over all clusters, of the within-cluster sums of point-
to-cluster-centroid distances.  The squared Euclidean distance measure is used to 
calculate the distance between data points and centroids.  
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To compare the estimated class labels after clustering with actual class labels, we 
have used the adjusted Rand index, described in [28, 29]. The Adjusted Rand Index is 
a technique for measuring similarity between two data clusters. It has a value between 
0 and 1, with 0 indicating that the two data clusters do not agree on any pair of points 
and 1 indicating that the data clusters are exactly the same. 

4   Experiments 

In this section, we discuss various experiments using our keyword model. The Corel 
dataset is very popular to use for any image related experiments, but it has been 
annotated very carefully to incorporate the correct information about the picture. We 
wanted to use an image collection which is very diverse and where annotations have 
some noise in terms of the words used to describe them. Hence, we have used the 
collection LabelMe, available through the MIT AI Lab [30]. This collection allows 
people to annotate images online and have the annotations be updated instantly. We 
selected 658 images belonging to 15 categories from this collection. The categories 
with the number of images in each category are Boston street scene (152), cars parked 
in the underground garage (39), kitchen (14), office (24), rocks (41), pumpkins (58), 
apples (11), oranges (18), conference room (28), bedroom (14), dining (63), indoor 
home (59), home office (19), silverware (81), and speaker (37). Figure-2 has two 
images from each of the following four categories: office, bedroom, indoor home, and 
home office starting from the first row and then proceeding left to right, respectively. 

 

  

  

Fig. 2. Images from the categories office, bedroom, indoor home, home office  

We have used a template size of 32 pixels * 32 pixels to create the non-overlapping 
tiles for each image. The original images in the collection have different resolutions, 
which vary from 2560 * 1920 to 300 * 205. The images are resized to 640 pixels * 
480 pixels if they are bigger to restrict the number of tiles to a fixed limit; however 
the smaller images are left in their original sizes. The MILOS software [31], which is 
based on the MPEG-7 XM model, is used to extract the color descriptors SCD, CSD, 
CLD. The total number of descriptors used is 140, in which we have 64 of SCD, 64 of 
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CSD, and 12 of CLD. The maximum number of tiles an image can have is 300; the 
total number of tiles of 658 images is 165750. We apply a clustering algorithm 
vcluster on these tiles to get 1500 visual keyword clusters. These clusters are then 
used as visual keywords to create a matrix of 658 images * 1500 clusters.  

The textual keyword matrix was created from the annotation list of the image 
collection and a 658 images * 506 words image-textual keyword matrix is created. 
The visual keyword and textual keyword matrices are then combined to create a 
single matrix of size 658 images * 2006 keywords, which contains both types of 
keywords. LSA/SVD is then applied to select only 200 principal components 
(coefficients), which results in a matrix of 658 images * 200 concepts. 

We have done experiments using the following set of data: 

• Full size image (mpfs): Clustering is applied on the MPEG-7 color descriptors 
extracted from the full-size images. Therefore, the visual keyword is actually 
the entire image and each vector represents the 140 MPEG-7 coefficients. We 
apply LSA to extract the inherent relationship among images and use only 16 to 
keep the error rate not more than 5%. 

• Full-size image and textual keywords (mpfstk): In this case, we also use the 
textual keywords in addition to visual keywords. After combining both 140 
color descriptors and 506 textual keywords, the resultant vector has 646 
coefficients for each image. We again apply SVD to extract relationship among 
images using both types of descriptors and also reduce the dimension of the 
matrix to 658 images * 38 concepts to maintain the error not more than 5 % as 
before. Finally, we cluster the images using these image vectors.  

• Tiles of each image (mpts):  As discussed previously, images are partitioned 
into non-overlapping tiles, and these template-based tiles are clustered into 1500 
visual-keyword clusters. After applying SVD, we select only 370 coefficients 
allowing 5% error. In essence, we cluster the images using visual keywords, 
where each visual keyword is a tile representing a particular cluster of similar 
tiles. 

• Tiles of each image and textual keywords (mptstk): To see the improvement 
over the mpts dataset, we combine both visual keywords and textual keywords. 
We still apply SVD and surprisingly we need to select only 14 coefficients to 
allow 5% error with respect to original matrix. Here we cluster the images using 
both visual keywords and textual keywords. 

• In addition to the above datasets, we also cluster the images using only the 
textual keywords. There are a total 506 text keywords for 658 images. We 
extract first 142 coefficients using LSA/SVD to keep the same error as in other 
cases, which sufficiently captures the inherent relationship among the 
keywords.  We find that the results are worse than the result found using any of 
the above datasets. The adjusted Rand Index is found to be only .26, lowest in 
all the datasets. This confirms that clustering the images merely on text 
keywords does not give good results. 

 

The following table shows the result of applying the K-means algorithm for k=15, 
which is the actual number of categories in the image collection. The adjusted Rand 
index is used to determine the accuracy of the clusters. 
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Table 1. Clustering results using different datasets 

Dataset Adjusted Rand Index (ARI) 
Mpfs .32 
Mpfstk .39 
Mpts .34 
Mptstk .51 
Text keywords only .26 

 
The above result shows that when we use MPEG-7 descriptors extracted for full 

size images (mpfs), ARI = 0.32, which is lower than what we get when clustering is 
done also using textual keywords (mpfstk). 

The more interesting results are obtained when the images are divided into tiles. 
We get ARI = 0.34 using only visual keywords (mpts), but there is a large 
improvement we also use textual keywords (mptstk). One reason for low values of 
ARI is that images are not categorized very clearly; there is a lot of overlap in several 
categories. For example, the categories office, bedroom, indoor home, and home 
office, have similar low-level features. In Figure 3, each row has tiles from the 
categories shown in Figure 2, but they look very similar to each other. Hence they are 
likely to have similar low-level features. Based on the type of collection we are using, 
however, the results are still quite promising. These experiments also show that 
MPEG-7 descriptors can be used in clustering image collections efficiently. Also, the 
quality of the clusters can be significantly improved by incorporating the text 
annotations of the images. 

 

     

     

     

Fig. 3. Tiles from different categories in each row 

5   Future Work and Conclusions 

This paper presents a new image clustering model using MPEG-7 color descriptors to 
represent template-based visual keywords, which are then combined with any text 
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keyword annotations. The clustering method also utilizes LSA on the visual keywords 
and textual keywords of the images. The experiments show that visual keywords and 
text annotations, if used together, can improve the quality of the clusters. LSA is the 
key to our approach and helps in establishing the relationship between visual and 
textual keywords. In [32], salient regions in an image have been used to represent the 
visual keywords, which are semantically more meaningful, but still involves the 
complexity of extracting these regions.  

We would like to try our model on different datasets, which will help us to 
compare our results with the results obtained in other researcher’s works. There are 
several possibilities, we would like to try. The text annotations for each image range 
only from 1 to 10. It is possible to extend this list to include words from other synsets 
using Wordnet. We have used only three MPEG-7 color descriptors for our 
experiments. There are other color and texture descriptors, which can be examined. 
Also, we did not scale the different color descriptors to the same length; obviously the 
larger size descriptors would have more influence on the initial tile clustering results. 
Similarly, the number of visual keywords is more than the number of textual 
keywords. This can be another area of exploration; there is some research needed on 
how to decide the optimal number of visual and text keywords in an annotated image 
collection. 
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Abstract. We present a probability-based unified search framework composed of 
semi-supervised semantic clustering and then a constraint-based shape matching. 
Given a query, we propose to use an ensemble of classifiers to estimate the 
likelihood of the query belonging to each category by exploring the strengths from 
individual classifiers. Three descriptors driven by Multilevel-Detail shape descrip-
tions have been used to generate the classifier independently. A weighted linear 
combination rule, called MCE (Minimum Classification Error), is adapted to sup-
port high-quality downstream application of the unified search. Experiments are 
conducted to evaluate the proposed framework using the Engineering Shape 
Benchmark database. The results have shown that search effectiveness is signifi-
cantly improved by enforcing the probability-based semantic constraints to shape-
based similarity retrieval. 

1   Introduction 

In recent years, 3D shape search has gained importance as a possible means for shape-
related engineering knowledge reuse by complementing text-based information sys-
tems [1], [2]. Various shape-based descriptors have been developed to support reuse 
[3]. However, lower level shape representations generated by these techniques do not 
themselves fully reflect the associated engineering semantics such as function or 
manufacturing process, thus causing a semantic gap between human understanding 
and system interpretation of the shape. As a result, the application of knowledge reuse 
using shape-based retrieval is not very effective.  

Various studies [4], [5], [6] have been conducted to reduce the semantic gap in 
Content-based Search (CBS) by using results obtained from classification. In the en-
gineering domain, it is observed that implicit concurrence relations of geometry cues 
exist among engineering parts from some semantic categories. However, the situation 
for classifying an engineering model is different from that of multimedia mod-
els/images. There is no unique criterion for classifying engineering models. Even one 
engineering model sometimes can be classified into different classes by various stan-
dards [26]. For example, four parts in Fig.1 have different functions thus belonging to 
different part families. However they can be classified into the same class by their 
look. It is hard to use a binary decision when facing with classifying engineering 
models. Therefore, traditional binary classifier is not generally appropriate for the en-
gineering shape-based classification problem. Hence, it is important to choose a type 
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of automatic classifier suitable for an engineering context. The classifier ought to be 
able to predict the classification with high accuracy and with no exclusion to possible 
choices. Thus, the search engine can prune the database for optimal searching.

Fig. 1. Similar engineering model from different classes

In this paper, a strategy to reduce the semantic gap in our 3D engineering model 
search system is investigated. The major contribution of this paper is the use of a 
probability-based classifier in a unified search framework using both semantic con-
cepts and visual content. This paper addresses the problem of nondeterministic classi-
fication of engineering models, which can facilitate semantic-constrained shape 
matching. The interpretation of the probability output is independent of the types of 
classifiers. We take advantage of this fact to improve the confidence in decision mak-
ing by classifier combination. The details are elaborated in the following sections. 
Section 2 introduces the related work. Section 3 outlines the system architecture. Sec-
tion 4 presents the classifier combination rule which is then employed by the unified 
search in Section 5.  Section 6 discusses the experimental results and concludes in 
Section 7.  

2   Related Works 

Recent progress in pattern recognition has made the automatic classification of 3D 
engineering parts possible by mapping part geometry to engineering semantics. One 
way of part classification is to recognize the shape pattern embedded in a class by  
supervised learning. One of the advantages of this way is its simple mathematical in-
terpretation of the pattern from a large set of data extracted from shape. As a result, 
each class has a general shape pattern encoded in a mathematical configuration with a 
limited number of parameters. In [9], a weighted k-nearest neighbor KNN is used for 
engineering part classification. The same research group further applies Support Vec-
tor Machines (SVM) to classify the same database and demonstrate that SVM has a 
better performance than KNN for their classification problem [8]. In [10], active 
learning is used to employ the information from human labeling to annotate the 3D 
models automatically. In [11], Bayesian network is used for hierarchical classification. 
However, the above applications output a binary decision for classification which is 
not appropriate for the engineering context. In addition, their efforts stop at the classi-
fication stage. 

Classifier combination has recently been a popular method in various applications 
of content-based classification [12], [13], [14], [15].Recent studies in combining 
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multiple classifiers for the classification problem has shown proof that the strategy of 
taking advantage of various resources outperforms traditional monolithic classifiers 
[16],[18]. Among the various approaches, it is popular to use a linear combination of 
classifiers that output measurements representing the likelihood of a data belonging to 
a class [17]. Linear combination is simple to implement and has shown a superior per-
formance over other methods such as majority vote, product rule, and Borda count 
from many experimental and theoretical studies [18], [19], [20], [21]. Even though the 
linear combination rules ignore the correlations among different resources, they can 
still reach plausible results at low computational cost [18]. Linear combination rules 
can be divided into two categories [17]: Simple Average (SA), which is a linear com-
bination with equal weights; and Weighted Average (WA), which includes rules such 
as MSE (Minimum Square Error) [22], [23] and MCE (Minimum Classification Er-
ror) [24] to estimate the optimal weights for the linear combination model. The main 
idea is that given a classifier, its contribution to the combined prediction of the testing 
data is dependent on its performance with the training data. A classifier with better 
classification accuracy is considered to have better predication capability and will be 
given more weight for the combination model. However, MSE is criticized for its 
derivation from regression context rather than for classification considerations [24]. 

3   System Architecture 

In this paper, we use ShapeLab [25] and the Engineering Shape Benchmark (ESB) da-
tabase [26] as the test bed. ShapeLab has already been well developed for the shape-
based search, which provides experimental reference for the proposed research. The 
classification criteria of ESB are from the methodology developed by Swift and 
Booker for the purposes of cost estimation and process planning [7], thus reflecting 
the engineering semantics in this work. Fig. 2 presents the system work flow. First, 
training data from ESB is used to finalize the individual classifiers and the linear 
combination model as shown inside the left dotted window of Fig. 2.  Each shape de-
scriptor corresponds to a specific classifier. Different classifiers which output the 
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probability estimation of data being classified to a particular class are developed  
separately using supervised learning. Meanwhile we exploit the classification output 
from the training data to estimate the optimal weights of the combination model used 
later for the real application. The process of how to determine the weights will be  
discussed in detail in Section 4. After offline initialization, each testing model will go 
through the shape descriptor extraction and the estimations by individual classifiers 
before reaching the combination stage. The combined estimation serves two purposes. 
First, data from the database are deposited into corresponding clusters based on  
the estimations. We further apply the resulting clusters to the shape matching.  Sec-
ond, the probability-based output determines the share of each cluster for the shape 
search, or it can allow the user to disambiguate the classification decision by provid-
ing a prior list [27]. In either case, the system conducts the shape-based retrieval with 
preference for some particular clusters of models, thus reducing the semantic gap be-
tween the system retrieval and user expectations. In this paper, we mainly focus on 
the combination rule and its downstream application of the unified search without 
user interaction. 

4   Probability-Based Classifier Combination 

The combination rule applied in this paper linearly integrates the individual classifiers 
which output probability. Before the proposed combination rule is presented, it is 
necessary to introduce the theoretical background on the probability-based linear 
combination model. 

4.1   Linear Combination Model 

Let nx ∈ ℜ be the input observation vector. The task is to assign x  to one of the C
possible classes 1, 2,{ ... }Cω ω ωΩ = . Define 1 2{ , ,..., }LD D D D=  to be an ensemble of 

probability-based classifiers. Each classifier is obtained by some training data. 

,{( ), 1,... }i iX x y i N= = , with n
ix ∈ℜ and iy ∈ Ω . Let ( )lD x  denote the output of the 

lth classifier lD for x : 1( ) ( ( ),... ( ))l l lCD x d x d x= where ( ) ( | )lj l jd x P xω= is the likeli-

hood of x being classified to class jω  by the lth  classifier lD . The estimation satis-

fies
1

[0,1] and 1
C

lj lj
j

d d
=

∈ = .

Define Decision Profile (DP) [28] for input data x as: 

1( ) ( ( ),..., ( ))T
L C LDP x D x D x× = where T denotes transpose. In this paper, we adopt the 

linear combination model under Equation (1) for its simple implementation and prac-
tical use to achieve plausible results.  

( ; ) ( )T
comD x w w DP x=        where 

1

1
L

l
l

w
=

=  and (0,1)lw ∈ . (1)
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Let ,1 ,( ; ) ( ( ; ),..., ( ; ))com com com CD x w d x w d x w= as the combined estimation using the 

linear combination model. , ( ; ) ( ), 1,...T
com j jd x w w DP x j C= = , where 

1( ) ( ( ),.... ( ))T
j j LjDP x d x d x=  is the ensemble of the likelihood of data x being as-

signed to class jω  from all classifiers. 1( ,... )T
Lw w w=  is the set of weight factors as-

sociated with the L classifiers . The constraint of 
1

1
L

l
l

w
=

=  with (0,1)lw ∈ makes the 

combined estimation satisfy the condition that ,
1

( ) 1
C

com j
j

d x
=

= .Generally, the weight 

configuration is estimated by some predefined rules using the training output. The 
commonly referred Simple Average (SA) is the linear combination rule un-
der 1/lw L= . In the next section, the process of how to determine the optimal weights 

of the linear combination model in Equation (1) is explained. 

4.2   Weight Estimation by Adapting MCE 

Let 1( ) ( ( ),..., ( ))i i C ib x b x b x= be a C dimensional class index vector representing the 

ideal output for the ith data ix

with ( ) 1 and ( ) 0k i j ib x b x= = where , ,   1,... ,andi kx j k j Cω∈ ≠ = 1,...i N= . In this pa-

per, we adopt the k fold− cross-validation to obtain the data for the weight estima-

tion. The cross-validation divides the data into K groups. It uses 1K − groups for 
training and uses the remaining one group to test the classifier obtained from the 
training data. This procedure repeats K times for each combination of training and 
testing data. The output of the testing result at each run is collected for the weight es-
timation  

The combination rule in [24] incorporates the MCE criterion for weight estimation. 
MCE is based on the discriminant function of f  in Equation (2) to measure how 

likely kx ω∈  is misclassified as another class under the combination rule. In the dis-

criminant function, ( ; ) 0f x w ≤  implies a correct decision and ( ; ) 0f x w > indicates a 

misclassification. The system then obtains the optimal weights by minimizing the 
overall objective function derived from the discriminant function.  

( ; ) ( ) max ( )  , k j k
j k

f x w f x f x x ω
≠

= − + ∈ . (2)

The MCE rule is targeted to minimize the overall misclassification error from the 
training data. However, the discriminant function in Equation (2) maximizes the 
measurement of the right class and minimizes the maximal measurement of the wrong 
class in a manner of equal importance. The minimization of the misclassification  
error does not necessarily lead to an increase in the measurement of the right class. In 
reality, the measurement for the right class is desired to be as big as possible, because 
it is tightly related to the error between the ideal output and real estimation. Besides, 
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it decides the performance of the unified search for which it is used in this study. 
Therefore, the minimization of log likelihood error of the probability estimation is 
also considered for the optimal weight estimation.  

, ,( ; ) log( ( ) log( ( ; ))=-log( ( ; ))

              where log( ( )) 0 when  .
k com k com k

ik k

l x w b x d x w d x w

b x x ω
= −

= ∈
(3)

Unlike Minimum Square Error (MSE) which minimizes the summation of errors 
from all estimations, the log likelihood error only pays attention to the error corre-
sponding to the right class, thus avoiding the drawback of regression to this context. 
Obviously the minimization of a log likelihood error has no conflict with the MCE 
discriminant function. Therefore they can be combined in the same objective function. 
To unify the target functions, we define the MCE discriminant function in our case as 
the following: 

,

, ,

                      ( ) log( ( ; ))  , Therefore

( ; ) log( ( ; )) max(log( ( ; ))) when 
i com i

com k com j k
j k

f x d x w

f x w d x w d x w x ω
≠

=
= − + ∈ (4)

Equation (4) satisfies the same property as Equation (2) that the value of the dis-
criminant function monotonically decreases as the measurement for the right class in-
creases. The final discriminant function to integrate the two desired targets, called 
Adapted Minimum Classification Error (AMCE) is presented in Equation (5). 

, , ,

, ,

( ; ) log( ( ; )) log (max ( ; )) log( ( ; ))

= (1+ ) log( ( ; )) log (max ( ; ))    when , 1,... ,  0.

i com k i com j i com k i
j k

com k i com j i i k
j k

g x w d x w d x w d x w

d x w d x w x i N

δ

δ ω δ
≠

≠

= − + −

− + ∈ = >
(5)

where δ is a user defined parameter to coordinate the preference of minimizing log 
likelihood error to misclassification error. It is obvious that the discriminant function 
gives more preference to increasing the measurement of the right class while preserv-
ing the ability to minimize the misclassification error.  

The sigmoid loss function in Equation (6) is used to smooth the function in Equa-
tion (5) to [0,1] . In this paper,  is set to 1. 

( ; )

1
( , )  ( >0)

1 ii g x wl x w
e ξ ξ−=

+
. (6)

Finally, the overall loss from all the data is used as the objective function to  
estimate the weight for the linear combination model. As mentioned earlier in  
this section, data collected through the cross-validation are used here for weight  
estimation.  

1 1 1

ˆ ˆarg min  ( ; )1( ) with 1,   (0,1)
N C L

k i i k j j
w i k j

w l x w x w wω
= = =

= ∈ = ∈ (7)
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5   Unified Search Framework 

5.1   Semantic Clustering 

The initial clusters are formed by the ground truth training data, with each cluster as-
sociated with a unique engineering semantic meaning. Data from the remaining data-
base is deposited into the corresponding cluster based on the following rule. 

Let 1 , 2 , 1
1 1

max({ ( ; )}) and max({ ( ; ) \ })
C C

com j com j
j j

P d x w P d x w P
= =

= = , the clusters correspond-

ing to 1 2 and P P  be labeled 1 2 and C C . If 1 2/ ,( 1)P P γ γ≥ > then 1x C∈ : otherwise, 

1 2 and x C x C∈ ∈ . The reason to put x into multiple clusters is because it can make 

up for the false negatives resulting from using only 1P  for clustering. It is possible to 

deposit x  into more than two clusters. However, we chose two for high accuracy of 
classification without sacrificing to more false positives in the clusters. Through this 
approach, the geometry models are grouped and indexed at a semantic level where 
each cluster is associated with a unique semantic meaning. 

The proposed approach organizes the data based on the semantic coherency be-
tween the data and the patterns extracted from the existing clusters. Hence, by search-
ing within a specific cluster, the problem of semantic gap is fundamentally addressed.  
The use of the classifier combination enhances classification performance by explor-
ing strengths from different perspectives of shape, thus improving the clustering re-
sults. Another advantage of this method is its extensibility. Unlike unsupervised clus-
tering, the structure satiability from the proposed approach is not altered as more and 
more data are flushed in, as long as the data are still supported by the current classifi-
cation schema. This clustering approach uses a finite number of labeled data to deal 
with an infinite number of unlabelled data. In case the unlabelled data do not fit into 
the current schema, indicated by a large uncertainty measured by entropy, the system 
will automatically assign a miscellaneous class to it. Thus, the result from the seman-
tic clustering develops an essential foundation for the shape search process which is 
described in the next section. The combined classifiers can be used repeatedly as long 
as the overall classification error is still under the designated threshold. The system is 
designed to update itself from another session of training and validation when the 
overall classification error crosses the tolerance line. 

5.2   Search 

The semantic clusters developed in Section 5.1 not only allow the indexing at a  
semantic level, but also reduce the semantic gap by constraining the shape-based 
similarity search. The process begins from giving the query the probability estimation 
for each class using the combined classifiers. The system then performs the shape-
based search inside each cluster (Fig.3). The query is compared with the models and 
the one with the least value is the best match. In this case, the shape search depends 
on a unified distance which integrates the probability estimation from the combined 
classifier and shape similarity distance defined in [29] in a single formulation. 
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( , ) (  ( , ), ( | , ))i iUnified Distance x y f Shape Similarity x y P x x yω ω= ∈ ∈ . (8)

where x is the query and y is the model in the database. ( | , )i iP x x yω ω∈ ∈  is the 

likelihood of x being in the same class that y belongs to. There are two reasons to 

choose the probability-based classifier over the binary classifier for the search. First, 
the inevitable misclassification by binary classifier enlarges the risk of a misled 
search. This is because the shape similarity search will only retrieve models from the 
wrong cluster if the query is misclassified by a binary classifier, thus causing a low 
precision of retrieval. The probability-based classifier mitigates the undesirable con-
sequence from misclassification. Even though the right class does not have the highest 
probability, it still owns a share of chance. For a good classifier, this value is still go-
ing to be higher than most of the incorrect classes. Therefore, the shape search will 
still retrieve the desired models as a result. By associating the probability with the 
shape search, it is equivalent to smoothing the zero/one loss function from the binary 
decision, thus avoiding consequential risk from misclassification. Secondly, the se-
mantic clusters obtained from Section 5.1 are not perfect due to the classification er-
ror. Even though the classifier gives the query the highest probability to the correct 
class, the search is still going to miss some relevant models due to misclassification at 
the clustering stage. By associating each clustering with a value representing the 
magnitude of the chance of being the right cluster, the missed models existing in other 
clusters can still be retrieved. For the same model located in two different clusters, the 
better unified distance decides its position in the retrieval.  
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In this paper, we examine the retrieval quality of our prototypical design using al 
the clusters. However, another alternative is to search only those clusters that have 
likelihood larger than a threshold, or the top t classes where t  is a number smaller 
than the total number of classes. The latter option is better in the case where the num-
ber of classes is large. Through this approach, the system can maintain higher preci-
sion retrieval at lower computational cost. 

6   Experimental Results 

6.1   Classifier Selection and Combination 

We test the combination rule proposed in Section 4 using real data from the ESB. 
There are a total of 856 models in ESB. Fifty-five models are miscellaneous and do 
not belong to any class. The remaining 801 models are grouped into 42 classes. The 
size of each group varies. The maximum size of a group in ESB is 58, while the 
minimum size of a group is only 4. Half of the data from each group is randomly se-
lected as the training data. The average training size is 19.6 with a standard deviation 
of 14.6 which indicates the complexity of our classification problem. 

Fig. 4. Examples of MLD representations 

We chose three shape descriptors obtained by Spherical Harmonics Transform 
from the contour level, silhouette level, and the drawing level as shown in Fig. 4. 
They are obtained from different levels of detail on shape description, thus they can 
complement each other when combined. Data obtained from each descriptor is used to 
develop individual classifiers. In this paper, we chose Support Vector Machines 
(SVM) [30], [31] as the classifier because of its good quality although there are other 
applicable classifiers such as KNN [28] and Gaussian linear classifier [19]. In this ex-
periment, we compare the performance of SVM-based classifiers with distance-based 
classifiers: each class is represented by a template of ( , )k kμ σ , where kμ is the mean 
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and kσ is the standard deviation of the thk class; the probability output for the classifi-

cation is obtained by normalizing the distance using Equation (9) . 

1

1/ ( , )
( | ) , where ( , ) || ||

1/ ( , )

k k
k kC

k
i

i

d x x
P x d x

d x

ω μω ω
σω

=

−= = .
(9)

Two test cases are conducted to demonstrate the combination performance. In the 
first case, Case I, the testing data is the remaining half of the database which is not in-
volved in the training. This is the conventional approach to test the classification ac-
curacy by avoiding testing the same data used for training.  In the other case, Case II, 
all the database including the training data are tested for classification accuracy. The 
reason to perform Case II is because the combined classifier is used to obtain the Pre-
cision Recall Curve (PRC) for the unified search. In order to have a fair comparison 
with PRC from one-shot shape search, we have each example from the database as the 
query and each model from the database as the target. Table 1 lists the classification 
accuracy for both test cases. The classifiers include three individual classifiers, the 
AMCE and the other combination rules such as Simple Average and MCE in Equa-
tion (10). 
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From Table 1, it is apparent that SVM-based classifiers have much better accuracy 
than distance-based classifiers. The combined estimations outperform each individual 
classifier, indicating that 1) the system using combined classifiers does not require as 
much training data as a monolithic classifier in order to reach the same performance; 
2) the strategy of classifier combination can certainly help the system to obtain the 
best performance when no prior knowledge of the individual classifiers is available. 
The AMCE with 2δ = is better than other combination rules in all tests. 

Table 1. Classification accuracy

SH_Contour SH_Silhouette SH_Drawing Average Simple Average MCE AMCE(   =2)

Case I 68.69% 59.71% 59.47% 62.63% 67.23% 68.69% 69.42%
Case II 72.28% 66.67% 66.29% 68.41% 72.66% 73.78% 75.16%
Case I 38.24% 33.71% 33.62% 30.57% 42.14% 42.09% 42.97%
Case II 41.32% 35.45% 35.21% 37.33% 46.56% 46.44% 47.69%

Distance-
based

Combination Rules

SVM-based

Test Cases Individual Classifiers
δ

Fig. 5 shows the distribution of the number of correct classifications out of 412 
testing data within the rank of top 10 by several classifiers. It is apparent that there is 
only a trivial improvement of classification accuracy after the top 3, which implies 
that most of the queries will have the measurement of the right class located within 
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the top 3. The relaxed classification accuracy for the top 2 is 84.78% for the proposed 
method. It indicates that 69.42%-84.78% of the testing data can be correctly deposited 
into the right cluster based on the parameter γ of the rule in Section 5.1. In this ex-

periment, we chose a higher value of γ to exclude putting the same data into multiple 

clusters. The main reason is because we want the PRC, an indication of the retrieval 
quality, to be solely dependent on the probability estimation of the query and the 
shape similarity distance between the query and the target model. If the same model 
appears twice in the matching process it will affect the PRC. Therefore it is inappro-
priate to compare the unified search with the one-shot search method. However, it is 
plausible to put data into multiple clusters in reality because it will certainly improve 
the retrieval precision, although at a little more computational cost. 
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Fig. 5. Number of correct classifications and relaxed classification accuracy for top 2 

6.2   Precision and Recall 

The Precision Recall Curve (PRC) is used to characterize the performance of the uni-
fied search. The unified distance defined in Equation (8) is employed here to compute 
the similarity between the query and the models.  Each of the 801 models is involved 
in generating the PRC. Finally, the precision values are averaged at a series of uni-
form recall intervals. The PRC for each individual model is dependent on several fac-
tors: i) the probability-based semantic consistency between the query and the models, 
ii) the results from the clustering, and iii) the shape-based matching. The probability-
based semantic consistency means the likelihood of the query and the model belong-
ing to the same category. This consistency is the most critical factor for determining 
the trend of the PRC. If the right class gets bad estimation, the desired models will 
then be downgraded in the retrieval list, thus causing lower precision than normal.   
The system sorts the similar models based on the value of the unified distance 
throughout all the models. Once all relevant models are retrieved, the system iterates 
to the next query until all the models have been exhaustively visited. If the classifier 
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gives the correct class the highest probability value, the models inside the right cluster 
will have the highest priority in the search. Even if the right class does not have the 
highest estimation, the models inside the right group will not be ignored from the top 
retrievals if the estimation is still higher that of most of the other classes. As it is indi-
cated in Fig.5, the right class usually has one of the top three likelihoods in the prob-
ability estimation. The worst case happens when the classifier gives the lowest meas-
urement to the right class. This is why the classifier combination strategy should be 
considered in the search because the complementary nature will embrace the strength 
of each classifier, thus avoiding the worst case. 

Fig. 6 shows the PRC of various cases. The solid lines represent the results from 
the probability-based unified search using SVM-based classifiers, including three in-
dividual classifiers and three combined classifiers such as SA, MCE and AMCE. The 
dotted line represents the PRC using the same configuration however with the dis-
tance-based classifiers instead of SVM. The dashed line represents the PRC from the 
MLD representation which showed a good performance for ESB [29]. Apparently, the 
PRC from the probability-based search with SVM classifiers are significantly better 
than the PRC from other methods, which supports the difference of the classification 
accuracies from Table 1. The high value at the end of the PRC implies that the system 
can obtain all relevant models far before the database has been exhaustively visited.  
The PRC of the combined classifiers outperform those of individual classifiers for 
both SVM-based classifiers and distance-based classifiers. Evidently, the PRC per-
formance has a direct relationship to the overall classification error. The PRC of SH 
from the silhouette level and the PRC of SH from the drawing level behave similarly 
because their classification accuracies are close.  The AMCE improves over the indi-
vidual classifiers and has a slightly better performance than other selected combina-
tion rules. In order to evaluate the performance of the unified search compared to the 
one-shot search method, we adopt the Average of Difference (AOD) employed in[26] 
to quantify the difference. We calculate the average of the differences between 
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the precisions value of the MLD and those of AMCE at all recall intervals. Our results 
shows that, on average, the proposed search based on AMCE can achieve 23.2% 
higher precision than that of the MLD alone. 

7   Conclusions 

In this paper, we presented a framework to tackle the semantic gap of shape-based 
search using a probability-based classifier. We adapted MCE by integrating the tar-
gets of minimizing the classification error and the log likelihood error into a single 
formulation. The adapted combination rule is further used to enhance the classifica-
tion accuracy for the good of the unified search.  Experiments using our ESB demon-
strate that the proposed combination rule is better than individual classifiers. The 
accuracy improvement is 6.8% for case I and 6.72% for case II over the average per-
formance of the individual classifiers. The relaxed classification accuracy can reach 
about 85% for the top 2 and 90% for the top 3 in case I. The PRC obtained by the 
proposed search has superior performance supported by the fact that the AOD of the 
proposed PRC is 23.2% higher than the PRC obtained from MLD alone.  
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Abstract. This paper aims at devising a Bayesian Network approach to object 
centered image retrieval employing non-monotonic inference rules and 
combining multiple low-level visual primitives as cue for retrieval. The idea is 
to model a global knowledge network by treating an entire image as a scenario.  
The overall process is divided into two stages: the initial retrieval stage which is 
concentrated on finding an optimal multi-feature space stage and doing a simple 
initial retrieval within this space; and the Bayesian inference stage which uses 
the initial retrieval information and seeks for a more precise second- retrieval. 

1   Introduction 

The general problem of retrieving, classifying and recognizing patterns in images has 
been investigated for several decades by the image processing and computer vision 
research communities. Learning approaches, such as neural networks, kernel machines, 
statistical and probabilistic classifiers, can be trained to obtain satisfactory results for 
very specific applications. If the structure of the database and relevant low-level 
features are known then the constrained pattern recognition problem can be solved 
with relatively high accuracy. Much of the related work on image classification for 
indexing and retrieval has focused on the definition of low-level descriptors and the 
generation of metrics in the descriptor space [1], [2]. These techniques are aimed at 
defining image signatures using primitives extracted from the content, e.g. pixel 
patterns and dynamics in images and video or sampling patterns in audio signals. 
These descriptors are extremely useful in some generic image classification tasks or 
when classification based on query by example is considered. However, if the aim is to 
annotate single objects in complex images using semantic words or sentences, there are 
two questions to be answered in order to solve difficulties that are hampering the 
progress of research in this direction. Firstly, how to deal with the subjective 
interpretation of images by different users under different conditions? Secondly, how 
to link semantically meaningful objects in images with low-level metadata? 

The first difficulty, originated from the dependence of perceptual similarity on both 
user and context, can be tackled by applying rule based semantic reasoning, typically 
expressed as ontology, to facilitate the recognition of concepts based on experts’ rules 
and experience.  The common solution to the second difficulty considers linking a 
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semantic concept, e.g., a keyword, with low-level metadata. In order to achieve this, a 
machine needs to learn associations between complex combinations of low-level 
patterns and conceptual objects. Consequently, complex combinations of features 
building high-dimensional and heterogeneous feature spaces need to be considered. 
Therefore aim of this paper is two-fold: to devise a Bayesian Network approach to 
object-centered image retrieval employing non-monotonic inference rules and to 
combine multiple visual primitives as cue for retrieval. In the literature the Bayesian 
approach is mainly used in region or object-based image retrieval systems [3], [4], [5], 
[6], in which the object’s likelihood can be calculated from the conditional probability 
of feature vectors. These systems use probabilistic reasoning to exploit the relationship 
between objects and their features. Some other systems employ Bayesian approach in 
scenario of scene classification e.g., sunset, indoor, outdoor, landscape [7], [8].  
However, this kind of classifications has been restricted to mutually exclusive 
categories, and so is only suitable to images that have only on dominant concept. But 
in more realistic scenarios in image classification and retrieval, images are complex 
and usually consist of many semantically meaningful objects. Therefore the 
relationships between semantically meaningful concepts of the objects cannot be 
ignored and need to be explored in great degree. In [9], multi-categories are introduced 
with a simple “sub-class-of” relationship between some of the parent categories with 
their children categories. While in [10], [11], a statistical analysis of the relationships 
among concepts is adopted and achieve image retrieving by using metadata (e.g. the 
RDF triples or semantic web ontology model) that describe and organize the concepts 
in images. 

In this paper, the idea is to model a global knowledge network, thus one entire image 
is treated as a scenario, and the beliefs is formulated regarding concepts in possibly 
small regions of the entire image. However in our current work, segmentation is not 
assumed since segmenting an image into single object is almost as challenging as the 
semantic gap problem itself. A simple approach is taken to deal with objects in images 
small image blocks of regular size are considered, which are referred to as “elementary 
building blocks” in the following of the paper. The overall process is divided into two 
stages: the initial retrieval stage and Bayesian belief network inference stage, as shown 
in Fig.1. The initial retrieval stage is concentrated on finding an optimal multi-feature 
space based on a set of well-selected “representative blocks” for each concept, and then 
a simple initial retrieval is done within this space, providing essential information for 
the second stage. In this step the Multi-Objective Optimization (MOO) technique is 
adopted for estimating the ‘optimal’ multi-feature metric space [12], [13], [14]. The 
Bayesian inference stage models initial believes on probability distributions of concepts 
from the initial retrieval information and construct a Bayesian belief network. A more 
precise second- retrieval is conducted by inferring the presence of objects from the 
interactions between different concepts on image level. 

This paper is organized as follows: Section 2 describes how the multi-feature space 
is constructed using MOO technique, and how the initial block-level retrieval is done. 
Section 3 introduces the method of building the Bayesian belief network in this 
scenario and inferring posterior probabilities out of the network. Experimental results 
are shown in Section 4 and the paper concludes with Section 5. 
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Fig. 1. Overview of the two-stage retrieval process 

2   Initial Retrieval in an Optimized Multi-feature Space 

Retrieval of an image relies on the retrieval of the objects within the image. The 
considered objects in an image are in the following analysis represented by blocks 
[14]. An example of one image being divided into elementary building blocks that 
contain different concepts is illustrated in Fig. 2. 

tiger

vegetation

stone

 

Fig. 2. Example of an image being divided into some elementary building blocks for concepts 
such as ‘tiger’, ‘vegetation’ and ‘stone’ 
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2.1   Feature Extraction and Distance Calculation 

The primitives used by the proposed analysis are selected from the visual descriptors 
including MPEG-7 Colour Layout (CLD), Colour Structure (CSD), Dominant Colour 
(DCD), and Edge Histogram (EHD) [1]. Two texture features are also used as low-
level primitives: Texture feature based on Gabor Filters (GF) [15] and Grey Level Co-
occurrence Matrix (GLCM) [16]. Additionally, to emphasis invariance to saturation, 
Hue-Saturation- Value (HSV) [17] color system is also considered. 

Let { }misS i ,...,1|)( ==  be the training set of elementary building elements. For n 

low-level descriptors, a nm ×  matrix is formed in which each element is a descriptor 
vector. The centroid for each descriptor is calculated by finding the block with the 
minimal sum of distances to all other blocks in S. All the centroids across different 

descriptors form a particular set of vectors { }nvvvs ,...,,, 21= , in which iv  is the 

centroid vector for all the vectors of the ith descriptor used. In general s  does not 

necessarily represent a specific block of S. Taking s as an anchor, distances from all 
other elementary blocks to the centroid in each feature space can be estimated using: 
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is built. In (2) each row contains distances of different descriptors estimated for the 
same block, while each column display distances for the same descriptor for all 
blocks. 

2.2   Combining Features Using Multi-objective Optimization 

To combine the distance calculated from matrix (2), the most straightforward 
candidate of possible metrics in the multi-feature space is the linear combination of 
the distances defined for the descriptors:  

1 1 2 2 3 3( , ) ....m D d d dα α αΑ = + + +  (3) 

Here A is the set of weighting factors and D is the set of distance functions for single 
descriptors. The problem of finding the suitable metric consists of finding the optimal 
set of weighting factors , where optimality is regarded in the sense of both concept 
representation and discrimination power. Please note the optimality here means that, 
under the assumed model, there does not exist any other combination metric which 
leads to a lower retrieval error.  
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This optimization problem can be tackled by minimizing one or several objective 
functions as in (4). Due to the complexity of the visual descriptions of natural 
semantic concepts, it is not possible to find an image or image block that can 
represent a concept completely. The representation does not have to only contain all 
the visual features that are representing the objects of such concept, but also these 
visual features have to discriminate the concept from other semantic elements. 
Considering this, a group of ‘representative building blocks’, usually consisting 10 to 
20 elements are selected to represent a concept. Each block in the representative 
group is used as an objective function. 

Assume a database is built up in which all images are split into blocks and the 
visual features of the blocks are extracted. Given a semantic concept that the user 
would like to retrieve, the first step of the proposed approach is to build up a training 
group of ‘representative building blocks’. From this training group the machine will 
learn the underlying visual descriptive nature of the concept. The number of the 
blocks in such a selection from the database can vary according to the subjective 
observation of the professional users. These blocks should be showing what features 
the user think is most representative for the concept.  

Using the visual features of the training blocks, the centroid can be calculated as 
described in 2.2, and the distance matrix (2) can be built. For a given semantic 
concept and its according distance matrix (2), the optimization of (3) is then 
performed on the objective functions set as: 
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In (4) A is the collection of weighting factors, and )(iD  is the distance vector of 
the ith block. The optimal solution is to find the minimal value of M and its 

corresponding { }| 1,...,j j nαΑ = = , subject to constraint =
∈ ),1(

1
nj

jα  .    

This set of weighting factors  is assumed to be the metric that represents the 
symbolic nature of the concept within a multi visual feature space. The initial retrieval 
is done in this space and if any elementary block of an image is classified as relevant, 
the entire image is classified as relevant. The results in this stage are used for 
constructing the belief ontology in Bayesian networks. 

3   Bayesian Network Inference 

Bayesian methods are a fundamental approach to image analysis, computer vision and 
pattern recognition problems [18], [19]. In this work the decisions are inferred using 
Bayesian networks that are conventional directed acyclic graphs with conditional 
probability distributions linking the “causes” to the “effects”. All the probabilities 



 A Bayesian Network Approach to Multi-feature Based Image Retrieval 143 

used in the Bayesian Network are computed from information in the belief ontology 
which is created using the initial retrieval results. 

For a particular concept user has in mind, each image in database can be classified 
into two classes: “relevant” or “irrelevant”. The two possible classes are denoted 
as kC , where 2,1∈k (in this paper 1C  corresponds to relevant and 2C corresponds 

to irrelevant). If probabilities are denoted as )(⋅P , the prior probability of class 

membership is denoted as )( kCP . The features used to help the inference are denoted 

as a set F , and )(FP is the evidence factor.  In this Bayesian framework, all 

inferences are based on the posterior probability function )|( 1 FCP , which is 

obtained by combining the class-conditional observation models with the class prior 
probability according to Bayes law:  

)(

)()|(
)|( 11

1 F
F

F
P

CPCP
CP =  (5) 

The classification criterion used is the most common maximum a posteriori (MAP) 
in Bayesian classification problems. It is given by: 

)|(maxarg 11 FCPC =  (6) 

In a two-class Bayesian classification, each image is classified as relevant if its 
posterior probability is greater than some threshold.  

3.1   The Belief Ontology and Bayesian Network 

In the belief ontology network, each node represents a concept such as “bear” or 
“honey” from the vocabulary of the domain of application. In this paper the belief 
ontology is modeled using Bayesian belief network because they have similarity that 
the nodes represent propositions which are either true or false and has probabilities 
associated with co occurrence relationships. However, the co occurrence relationships 
between concepts are not causal and the probabilities kept with these relationships 
simply measure statistical association. 

c1
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c4
c5

c6

 

Fig. 3. Example of a part of Bayesian network centered on concept 1c  
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On one hand, because a Bayesian network is naturally capable of encoding the 
joint probability distribution, it is considered as a representation of ontology. One the 
other hand, because it produces the posterior join probability distribution based on 
various evidences, it is also an inference engine that can exploit information contained 
in interrelationships and dependencies between elements. 

3.2   Constructing the Bayesian Networks 

In order to explore relationships between these semantically meaningful concepts of 
the objects in images, a small ontology containing concepts of objects that are typical 
in the experimental database is first pre-defined. Each concept in the belief ontology 
network is considered one by one for each elementary block in images in database. As 
described in Section 2, the initial labeling of elementary blocks is done within an 
optimized multi-feature space. The results obtained directly from this step are shown 
in Section 4.  

For each concept in the belief ontology containing p  concepts ptct ,...,1, = , a 

Bayesian network is constructed by considering this concept 1c and all other concepts 

that are directly linked to 1c . For instance, when the scenario is to search for images 

containing one particular concept 1c  that user has in mind, kC 2,1∈k represents that 

either an image is relevant to 1c  ( 1=k ), or is irrelevant to 1c  ( 2=k ). A Bayesian 

network such as the one shown in Fig. 3 can be constructed. 
However not all concepts in the ontology need to be included in a Bayesian 

network, since each Bayesian network centered on a concept only focuses on a part of 
the belief ontology including only the immediately related concepts associated with 
the center concept. 

4   Experimental Setup and Evaluation 

The test data contains 700 images selected from ‘Corel’ dataset. The images are 
labeled manually on 5 predefined concepts as ground truth. The concepts are 
“building” (141), “cloud” (264), “grass” (279), “lion” (100), and “tiger” (100), where 
the numbers in brackets after concepts are the numbers of images of the concepts in 
database according to the ground truth. 

4.1   Experiments of Direct Retrieval Using Obtained Multi-feature Metric 

Initially a group of 10 positive and 10 negative representative blocks for each 
concept is manually selected per concept. Using both kinds of training blocks, 
optimized multi-feature metrics are obtained. In order to show the improved 
retrieval performance of using multiple features over retrieval using single 
descriptors, an accuracy value of doing completely the same retrieval process but 
using only each of the 7 used single descriptors are also computed and listed in the 
table for comparison. 
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Table 1. Accuracy values of retrieval directly using obtained metrics compared with using 
single descriptors 

% 
Obtained 

metric 
CLD CSC DCD EHD GF GLCM HSV 

building 70 48 24 20 74 40 38 42 

cloud 79 76 70 38 68 28 34 78 

grass 92 92 86 28 82 64 88 88 

lion 88 50 36 16 50 24 40 66 

tiger 60 2 46 7 14 26 34 57 

As shown in experiments results in Table 1, the proposed approaches using 
optimized multi-feature metrics generally perform better than the retrieval based on 
single descriptors. Even though in some cases specific single descriptors are dominant 
for a concept, the result from proposed approach is very close to it. 

4.2   Building Bayesian Inference Network Based on Initial Retrieval Results 

The initial retrieval results from experiments presented in Section A are used as 
sources for estimating variables and building the Bayesian belief network model. 

Table 2. Accuracy values of retrieval using Bayesian network compared with initial results in 
initial experiment 

% building cloud grass lion tiger 

Initial 
results 

70 79 92 88 60 

Bayesian 
net 72 84 94 92 60 

This set of experiments show that retrieval results using posterior probabilities 
inferred from Bayesian networks are always more accurate comparing with the direct 
retrieval results in multi-feature space. The only exception is for concept ‘tiger’, the 
accuracy remains the same as 60%. Interestingly, it can be observed from our 
experiments that, in general, if the initial retrieval result is higher than 60%, the 
Bayesian inference brings good enhancements to the result. But for low-accuracy 
initial retrieval results, such as lower than 50%, the Bayesian approach does little 
improvements. This is because the inaccuracy in estimating the prior probability or 
the likelihood introduces much noise into the belief network constructed.  

5   Conclusions and Future Work 

A Bayesian network-based framework for object-centered image retrieval is 
presented. In our method, first the images are decomposed into blocks to enable a real 
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object-centered analysis. By using Multi-Objective Optimization on a group of key-
representative image blocks, an optimal similarity metric per semantic concept is 
obtained. Bayesian inference is then performed to map the retrieval from block level 
back to image level. The results, though largely depending on the choice of 
representative blocks in the first stage, show definite improvements by the Bayesian 
inference step.  

In future work experiments involving more concepts on bigger dataset will be 
done. By doing so we hope the potential ability of Bayesian network applied in our 
scenario can be further explored. 
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Abstract. This work presents an efficient approach for the calculation of the 
MPEG-7 descriptor for motion activity from scalable-coded video sequences, 
which include scalable motion vectors and variable block sizes. We first 
describe the adaptation of the constant block-size assumption of the MPEG-7 
descriptor to this new coding domain. Then we compare the results obtained 
with those for MPEG-1 videos in the context of a common application of this 
descriptor: video summarization. The comparable quality of these results and 
the gain in efficiency support the presented approach. 

Keywords: motion activity, scalable video, video indexing, video analysis. 

1   Introduction 

Motion activity is a perceptual feature which aims at describing the amount of action 
that shows a video segment. This is useful for tasks such as video indexing or 
analysis. Therefore, the problem of motion activity extraction has been widely 
addressed in the last years and some of the existing approaches have been included 
into standards. This is the case of the MPEG-7 descriptor for motion activity. 

New coding paradigms such as H.264/AVC[1] and scalable video coding[2] intend 
to address the requirements of the evolving multimedia scenarios. Works that extend 
the existing approaches to obtain motion activity from sequences coded in this new 
ways are relatively scarce. In this paper we focus on extracting this feature from 
scalable-coded videos and to comparatively evaluate the results obtained respect to 
those achieved on MPEG-1/2 videos.  

A common application of motion activity is to guide key frame selection for the 
generation of video summaries. For this reason, we have used a distortion measure on 
video summaries to compare motion activity extraction for MPEG video and scalable 
video.  

The rest of the paper is organized as it follows. Sections 2 and 3 provide brief 
descriptions of the concept of motion activity and of the scalable video coding 
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framework studied. The method to extract motion activity from scalable-coded 
sequences is presented in Section 4. Section 5 presents the approach used to select 
key-frames from motion activity. In Section 6 we evaluate and compare the 
summaries obtained in terms of distortion respect to original sequence. Finally, 
experimental results and conclusions are given in Sections 7 and 8.  

2   Motion Activity 

Motion activity is defined as a measure of the “intensity of motion” or “pace” of a 
sequence such as it is perceived by a human. Although it depends on events such as 
object or camera motion, as it occurs with many other subjective or perceptual 
elements there are no objective criteria that completely determine it. In order to 
somehow estimate motion activity MPEG-7[3] provides a descriptor[4] defined as the 
standard deviation of the motion compensation vectors, which are directly extracted 
from the P frames of MPEG-1/2 coded bitstreams. This deviation is then normalized 
by the frame resolution and by the P frame rate, and it is finally quantized into 5 
levels. 

3   A Wavelet-Based Scalable Video Codec 

Scalable video coding aims at coding a video sequence so that a single encoded 
bitstream can be efficiently decoded at different fidelity levels. This reduces content 
adaptation to almost a selection of the necessary parts of the bitstream. There are 
many alternatives to provide scalability in video coding, such as layered approaches 
and embedded coding approaches. In this work we focus on a fully scalable video 
codec using Motion Compensated Temporal Filtering (MCTF). However, the 
technique is generic and easy to extend to other approaches such as hierarchical B 
frames in the recent standard MPEG-4 SVC[5]. 

Wavelet coding enables a natural multiresolution framework for highly scalable 
video coding[2]. Most works on this subject are based on two steps: first, a 2D spatial 
discrete wavelet transform (2D DWT); second, another wavelet transform in the 
temporal axis, combined with motion compensation (MCTF). There are many codecs 
that use the t+2D framework, where the temporal transform is performed before the 
spatial transform[6][7]. 

In this paper we consider the scalable coding approach based on the t+2D 
framework described in [8]. It uses MCTF with hierarchical variable size block 
matching (HVSBM)[9] and forward motion compensation. It considers spatial, 
temporal and quality (SNR) scalability. In this paper, we will refer to this specific 
codec as SVC (for scalable video codec). 

When dealing with video sequences coded in this way, the adaptation process is a 
simple discarding process of the not required information, such as spatial or temporal 
subbands, or wavelet coefficient bits for bitrate scalability. In the decoder, the 
encoding process is reversed, as shown in Fig. 1. First, wavelet coefficients of the  
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required subbands are entropy decoded, and an inverse 2D DWT is performed to 
obtain the pixels of the frames. Then, inverse MCTF reconstructs the frames in the 
GoP at the required temporal resolution. Note that only entropy decoding of the 
motion vectors is necessary to extract these motion vectors. 

2D Inverse
DWT Inverse MCTF

(Motion Compensated
Temporal Filtering)

Entropy Decoding
EZBC

Decoding

Scalable
Motion Vectors

Decoding

Entropy Decoding
2D Inverse

DWT Inverse MCTF
(Motion Compensated

Temporal Filtering)

Entropy Decoding
EZBC

Decoding

Scalable
Motion Vectors

Decoding

Entropy Decoding

 

Fig. 1. Scheme of the decoder 

3.1   Hierarchical Variable Size Block Matching 

Most established video standards, such as MPEG-1 and MPEG-2, use a constant 
block size block matching algorithm to perform motion estimation for compensation. 
Thus, only the motion vectors corresponding to each block need to be transmitted.  

 

Fig. 2. Example of the motion field that results from applying HVSBM with the scalable codec 

Variable size block matching can represent more effectively the motion 
information using less motion vectors in big areas with uniform motion. In HVSBM, 
the motion field is partitioned in a quadtree structure, and a motion vector is assigned 
to each block in each leaf block. The partition structure is transmitted together with 
the motion vectors. This scheme for motion estimation is used in many video codecs, 
such as the recent AVC/H.264[10] and most of the MCTF frameworks for scalable 
video coding. Fig. 2 shows an example of the quadtree structure and the motion field 
obtained using HVSBM. 
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In scalable video coding using MCTF, each temporal decomposition level includes 
a set of motion vectors coded together with the residual coefficients. This information 
is enough to invert the transform. 

4   Motion Activity Extraction 

Temporal scalability on SVC is obtained performing successive dyadic 
decompositions in the temporal axis, using MCTF, which is based on motion vectors. 
These vectors can be used to compute motion activity in a similar way to that 
followed for MPEG-1/2. However, there are two main differences: the temporal 
scalability itself and the variable block size for motion compensation. 

4.1   Motion Activity Levels 

Motion vectors in SVC are organized to enable temporal scalability: depending on the 
temporal level, the temporal distance (measured in frames of the original sequence) 
between the actual frame and the reference frame is different. 

Each set of motion vectors corresponding to each temporal level represents the 
same motion information of the GoP, but at different scales. This is important in 
terms of efficiency, as the number of motion vectors to process per GoP depends on 
the desired level, being less in lower levels at the expenses of reducing precision in 
the temporal axis. 

For instance, consider a GoP of 8 frames with three temporal decompositions (see 
Fig. 3). Three sets of motion vectors are necessary to decode the sequence at full 
frame rate (level k=3). Motion vectors from the first, second and third level refer to 
temporal distances of 4, 2 and 1 frames. Thus, if we directly computed the motion 
activity we would obtain 1, 2 and 4 values per GoP, respectively. 
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Fig. 3. Levels of motion vectors in SVC for a GoP of 8 frames. )k
im corresponds to the ith 

vector of the kth level. 

4.2   Dealing with Variable Block Size 

As opposed to the constant (macro)block size used for motion compensation in 
MPEG-1/2, block sizes in SVC are variable. This further prevents from directly using 
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SVC motion vectors to calculate the MPEG-7 descriptor, which assumes that all the 
blocks have the same size, that is, that the motion field is uniformly distributed. A 
solution is to include the size of the block in the computation of the motion activity. 
In fact, it’s possible to construct an equivalent motion vector grid where all the 
vectors are referred to the motion of constant size blocks. Fig. 4 shows a diagram of 
this conceptual representation where the grid consists of 16x16 pixels macroblocks. In 
this equivalent grid, motion activity can be computed as described in the MPEG-7 
descriptor for MPEG-1/2. 

 Variable block size   Constant 16x16 block size  

Fig. 4. Equivalent motion vectors in 16x16 blocks 

Note that this last replication is only conceptual and actually there is no real need 
to obtain it: we can just include the relative block size into the expression of the 
descriptor as a weighting factor, hence even much reducing the number of operations 
required (respect to the constant block size situation). In conclusion, the motion 
activity at temporal level k can be calculated as: 
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where A(i) is the area of the block in pixels, and W and H are the frame dimensions.  
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The aforementioned efficiency gain depends almost solely on the number of 
involved motion vectors. If we compare with a 16x16 constant block size approach, 
this gain is the quotient between AMB and the actual number of vectors N. Note that 
block sizes smaller than 16x16 can be also included with no conflict, just considering 
that their contribution to the total activity is a fraction of a block of 16x16 (e.g., a 
vector associated to a 8x8 block will contribute with a weight of 1/4). 

5   Key-Frame Selection 

5.1   Linear Sampling in Cumulative Motion Activity 

Divakaran[11] proposes an interesting approach for key-frame extraction in MPEG 
videos using the motion activity feature. It assumes that, as motion activity measures 
inter frame change, its cumulative value should be a good indicator of content change. 
Hence, in order to extract n key-frames it divides the sequence into n “equal” parts by 
taking equal increments of the cumulative motion activity and then selecting key-
frames at the middle of each segment. This linear sampling of the cumulative motion 
activity is aimed at ensuring that key-frames represent theoretically the same amount 
of information of the sequence. 

In the original approach, the motion activity of P frames from the last GoP is 
averaged and assigned to I-frames, so that only these last frames can be selected as 
key-frames. This allows a fast extraction of the key-frames, as no motion 
compensation is required, but prevents from selecting any other frame as key-frame 
which may result in a degraded quality of the summary in GoPs with intense activity. 
In order to have a better temporal resolution in the summary, our algorithm also 
considers P frames as candidate key-frames. 

Regarding to extending this approach to SVC, the frames from different temporal 
scales are considered as candidate key-frames. Also, due to the dyadic temporal 
decomposition, the pathway to decode a given frame in a GoP is usually shorter in 
SVC, as just a few references in the hierarchy have to be decoded. In contrast, in 
MPEG-1/2 is necessary to decode sequentially all the previous references, which for 
common GoP sizes often requires more motion compensation steps. 

5.2   Composition of Inter-level Motion Activity 

One problem of the scheme presented in the previous subsection is that it assumes 
continuous inter-frame prediction, as in fact this prediction is used to estimate the 
motion, and motion is used as a measure of information that grows progressively 
along the sequence. Although this is true in MPEG videos (except for I frames, where 
motion is replicated from the last P frame), in SVC each temporal level only includes 
motion vectors from odd to even frames (see Fig. 3), while there is no motion 
information for even to odd frame changes.  

In order to maximize the number of frames covered by a continuous flow of 
activity along a whole GoP (to reach, at least, the MPEG situation) we have combined 
the activity values from different temporal levels. Thus, we also maximize the amount 
of change information that the motion activity measures. For instance, if we assumed 
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a GoP of 8 frames with three temporal decomposition levels, we would use the 
following inter-level joint motion activity in a GoP (see Fig. 5): 

1) 2) 3)
1 2 4I I I I= + +  (5) 
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Fig. 5. Composition of level motion vectors in order to obtain an inter-level motion activity 

Similarly, in the case of other temporal decompositions of the GoP the motion 
activity usually can be added in a continuous flow using the value obtained from 
different temporal levels, as all the frames in a GoP are related via motion vectors 
from MCTF. 

6   Video Summary Evaluation 

As aforementioned, in order to test the performance of this approach for key-frame 
selection, we have evaluated the quality of the resulting video summaries in terms of 
similarity respect to the original sequence.  

Though subjective evaluation would be required for proper evaluation, there are 
several objective measures that can be used as indicators of the capability of a set of 
key-frames to summarize a sequence. In [12] is introduced the semi-Hausdorff 
distance between two sets of frames as a measure of similarity. This distance 
measures how well all the frames of the original sequence are represented by the set 
of the key-frames. In [13] is proposed a rate-distortion metric based on considering 
the video summary as a quantized version of the original sequence, and then 
measuring the distortion between the original sequence and the reconstructed one. 
Note that the rate here refers to the rate of keyframes in the sequence and the 
distortion is a global distortion metric of the whole set of keyframes respect to the 
original sequence. 

The semi-Hausdorff distance considers the summary as a set of frames instead of a 
sequence of frames, hence ignoring the temporal relationship between frames. So, we 
have considered it better to use the distortion approach.   

Let { }110 ,,, −= nfffV  be a sequence with n frames, and let S be a subset or 

summary of this sequence. A basic distortion measure of S respect to V could be 
obtained by just applying: 

[ ]0, 1
( ) max ( , ), ,k k k k

k n
D S d f f f V f S

∈ −
′ ′=    ∈ ∈  (6) 

where missing frames in the summary are replaced by the nearest key-frame, and the  
interframe distance ( )kk ffd ′,  is the same proposed in [13], based on the Euclidean 

distance in the Principal Components space. 
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7   Experimental Results 

We have tested our algorithm with the Stefan (300 frames with a frame size of 
352x240 pixels) and Foreman (300 frames with a frame size of 352x288 pixels) 
sequences. These are sequences that present segments with different intensities of 
motion activity. They were encoded both in MPEG-1 and SVC. For MPEG-1 we 
have used a typical GoP structure (IBBPBBPBBPBBPBB) at 30 frames per 
second. For SVC we have used 3 temporal decompositions, 3 spatial 
decompositions and 3 quality levels structured in GoPs of 8 frames. Consequently 
the SVC video included 3 sets of motion vectors, available with different 
temporal distances. The maximum block size for motion compensation was 64x64 
pixels and the minimum 8x8 pixels. 

 

Fig. 6. Normalized motion activities for the Stefan sequence 

Fig. 6 shows the motion activity for the Stefan sequence, obtained for MPEG-1 (in 
red) and for SVC (in dotted blue), here combining the three temporal levels as 
explained in section 0. Both curves follow approximately the activity present in the 
sequence, though the range of variation is wider in the case of MPEG-1. 

For each sequence, a number of summaries were computed using the motion 
activity curves. The rate-distortion curves for each sequence are shown in Fig. 7 and 
Fig. 8, considering the number of key-frames as the rate. As expected, the distortion 
overall decreases with an increasing number of key-frames, but not monotonically 
(we are obtaining distortion from a curve of a feature, the motion activity, which is 
very subjective and related to the human perception).  
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Fig. 7. Rate-Distortion curve for the Stefan sequence 

 

Fig. 8. Rate-Distortion curve for the Foreman sequence 

A first observation is that all the distortion curves follow a similar shape, hence 
demonstrating the validity of our approach. A second one is that the MPEG-1 curve 
shows slightly more distortion than those obtained for SVC, and that the summary 
obtained using the joint inter-level motion activity is the most smooth, that is, the 
most correlated with the distortion measure. These observations are more evident in 
the Foreman sequence than in the Stefan one. Hence, we can conclude that the 
presented approach to obtain motion activity from scalable coded video is successful, 
and it achieves results better than those for MPEG-1, in terms of summary distortion 
using the proposed metric. 
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Comparing now the different distortion curves obtained for SVC, there are no 
significant differences among them in any of the two sequences. The inter-level 
addition to obtain a continuous flow of motion activity doesn’t almost improve the 
results. Thus, the choice of a specific measure of motion activity for SVC should 
depend on other considerations, such as efficiency and availability of the motion 
vectors. In terms of efficiency, the use of the lowest temporal rate reduces the number 
of sets of motion vectors to one per GoP, which is enough for most of the 
applications, and allows a fast extraction of the motion activity descriptor. 

8   Conclusions 

In this paper we have presented an approach to extract the MPEG-7 descriptor for 
motion activity from scalable video sequences. The scalable coding framework used 
was based on temporal scalability of the motion vectors and on variable block-size 
motion compensation. These special domain characteristics have been taken into 
account to design an algorithm for obtaining a measure of the motion activity in a 
GoP. 

The motion activity obtained for SVC has been compared with that obtained for 
MPEG sequences via a common application of this descriptor: key-frame selection for 
the generation of video summaries. Comparison has been carried out via a rate-
distortion approach. The results show similar behavior in both domains, which 
validates the presented approach to efficiently compute this motion activity feature for 
the SVC domain. 
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Abstract. Automatic semantic clustering of image databases is a very 
challenging research problem. Clustering is the unsupervised classification of 
patterns (data items or feature vectors) into groups (clusters). Clustering 
algorithms usually employ a similarity measure in order to partition the 
database such that data points in the same partition are more similar than points 
in different partitions. In this paper an Ant Colony Optimization (ACO) and its 
learning mechanism is integrated with the K-means approach to solve image 
classification problems. Our simulation results show that the proposed method 
makes K-Means less dependent on the initial parameters such as randomly 
chosen initial cluster centers. Selected results from experiments of the proposed 
method using two different image databases are presented.  

Keywords: Ant Colony Optimization (ACO), K-Means, Image Classification 
and Clustering. 

1   Introduction 

With the explosive growth of images in digital libraries, there is an increasing need 
for automatic tools to automatically annotate and organize image databases. Most 
works in automatic image annotation focused mainly on inferring high-level semantic 
information from low-level image features. Image recognition techniques facilitate 
the classification of images into semantically-meaningful categories and then label the 
images by the keywords that have been manually assigned to the categories. 
However, one common effort is to implement new techniques to improve inferring 
semantic information from low-level features in order to narrow the gap between low-
level content based image description and their semantic counterparts: The semantic 
gap.  

The fundamental step towards key-word based automatic image annotation is 
image classification. Automatic image classification is the task of classifying images 
into semantic categories with or without supervised training. Generally speaking there 
are two types of classification schemes: supervised and unsupervised. The task of 
supervised classification requires relevance feed-back and/or correction from a human 
annotator. On the contrary, unsupervised classification does not require human 
intervention. The main task of classification with unsupervised learning, commonly 
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known as clustering, is to partition a given data set into groups (clusters) such that the 
data points in a cluster are more similar to each other than points in different clusters. 
Thus, the aim is to generate classes which allow us to discover similarities and 
differences, as well as to provide a concise summarization and visualization of the 
image content. A large number of classification algorithms have been developed in 
the past. Each of them has advantages and disadvantages [8]. However, efficient 
optimization techniques are able to reduce some undesired limitations. The 
optimization of these algorithms is currently the subject of active studies and 
promising results have started to emerge.  

Recent developments in the optimization techniques are concentrated on natural 
and biological systems. These systems are inspired by the collaborative behavior of 
social animals such as birds, fish and ants and their formation of flocks, swarms and 
colonies. Some recent studies have pointed out that, the self-organization of neurons 
into brain-like structures, and the self-organization of ants into a swarm are similar in 
many respects [2]. Ants present a very good natural metaphor for evolutionary 
computation. With their small size and small number of neurons, they are not capable 
of dealing with complex tasks individually. The ant colony, on the other hand, can be 
seen as an “intelligent entity” for its great level of self-organization and the 
complexity of the tasks it performs. Their colony system inspired many researchers in 
the field of Computer Science to develop new solutions for optimization and artificial 
intelligence problems.  

In this paper we present an approach to image partitional classification based on 
the Ant Colony Optimization (ACO) meta-heuristic. We start by briefly reviewing the 
K-Means algorithm in Section 2. Section 3 describes the characterizing aspects of the 
used ACO algorithm. In Section 4, the proposed Image Classifier algorithm is 
presented. Selected experimental results are given in Section 5. Conclusions and 
future work are discussed in Section 6. 

2   The K-Means Algorithm 

The K-Means algorithm is one of the most popular squared error based classification 
algorithm for partitioning N objects into K disjoint subsets Sj containing Nj objects [1]. 

Given a set of input patterns },...,,...,{ 1 Ni xxxX = , where 
DT

iDifii xxxx ℜ∈= },...,,...,{ 1 represents a feature vector and each measure ifx  is 

said to be a feature. The aim of K-Means is the minimization of an objective function 
that is described by the following equation: 

∈ =
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where ),( ji cxd  is a similarity (distance) measure between two objects (feature 

vectors). jc is the cluster center of the objects in jS . Thus, the criterion function J 
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attempts to minimize a chosen distance of each object from the center of the cluster to 
which the object belongs.  
The algorithm consists of a simple procedure as follows:  

1. Place K data points into the space represented by the objects that are being 
clustered. These objects represent an initial group of centroids.  

2. Assign each object to the group that has the closest centroid 
3. When all objects have been assigned, recalculate the positions of the K 

centroids. 
4. Repeat Steps 2 and 3 until the centroids no longer move.  

However, there are some limitations of this algorithm. K-means is sensitive to 
outliers and noise. Even if an object is quite far away from the cluster centroid, it 
is still forced into a cluster and, thus, distorts the cluster shapes. It also suffers 
from another drawback related to minimization of the objective function. In fact, 
since the algorithm uses randomly initial assignment of centroids, the "minimum" 
it reaches is not always a global minimum. Despite these limitations, the 
algorithm is used fairly frequently as a result of its simplicity and efficient 
implementations. For its improvement the K-means algorithm needs to be 
associated with some optimization procedures in order to be less dependent on 
given data and initialization.  

3   Ant Colony Optimization  

Ant algorithms were first proposed by Dorigo and colleagues [1, 3, 4] as a multi-agent 
approach to difficult combinatorial optimization problems like the traveling salesman 
problem (TSP) and the quadratic assignment problem (QAP). The characteristic of 
ACO algorithms is their explicit use of elements of previous solutions. The main 
underlying idea is loosely inspired by the behavior of real ants. 

Compared to humans, an individual ant has very little brain power. The real power 
of ants resides in their colony brain. Ants are social insects, that is, insects that live in 
colonies and whose behavior is directed more to the survival of the colony as a whole 
than to that of a single individual component of the colony. The self-organization of 
those individuals is very similar to the organization found in brain-like structures, as 
indicated by Victorino Ramos [7]. An important and interesting behavior of ant 
colonies is, in particular, how ants can find the shortest paths between food sources 
and their nest. 

One way ants communicate is by using chemical agents and receptors. For 
example, one ant is capable of distinguishing if another individual is a member of its 
own colony by the smell of its body. One of the most important of such chemical 
agents is the pheromone. Pheromones are molecules secreted by glands on the ant’s 
body and once deposited on the ground, they start to evaporate. Ants use pheromone 
to communicate; one ant releases a molecule of pheromone that will influence the 
behavior of other ants. When one ant traces a pheromone trail to a food source, that 
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trail will be used by many other ants that will reinforce that trail even more. Such 
autocatalytic processes will continue until a trail from the ant colony to the food 
source is established. Ants do not have the goal to create a trail that has shorter 
distance from nest to food source. Their goal is to bring food to the nest, but most of 
the time the pheromone trails they create are highly optimized. 

In order to study in controlled conditions the ants foraging behavior, the binary 
bridge experiment has been set up by Deneubourg [2].  

 

Fig. 1. Double bridge experiment 

In Figure 1 are shown the experimental apparatus and the typical result of an 
experiment with a double bridge with branches of different lengths. As it can be 
seen in Figure 1a, at the beginning all ants choose their path on a 50 % 
probability. Ants that choose the shorter path get the food faster. Therefore, 
pheromone amount increases faster and makes shorter path more attractive to 
another ants (Figure 1b).  

The Ant System algorithm (AS) was first inspired by the above learning 
mechanism and proposed to solving the Traveling Salesman Problem (TSP). Given a 
set of n cities and a set of distances between them, we call 

ijd  the length of the path 

between cities i and j. In the AS, the amount of pheromone in the trails is calculated 
using the following formula: 

ijijij tt ττρτ Δ+−⋅= )1()(  .       (2) 

The amount of pheromone τ in the edge(i,j) is calculated by first applying an 
evaporation coefficient ρ  to the previous pheromone amount plus a new amount of 

pheromones calculated from all k ants that passed through the edge(i,j): 
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Q  is a parameter that specifies the amount of pheromones distributed by an ant k, and 

kL is the tour length of ant k. It becomes clear that ants with minimum tour length will 

deposit a greater amount of pheromone to its path. Individual ants choose a next path 
based on this following formula: 
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where )(tallowedk
 is the set of cities not visited by ant k at time t, and 

ijη  denotes a 

local heuristic which equal to
ijd/1 (and it is called ‘visibility’). The para-

meterα and β control the relative importance of pheromone trail versus visibility. 

The ACO algorithms became a promising research area and further improved 
algorithms as Ant-Q, Ant Colony System (ACS), MAX-MIN Ant System, and others 
were produced [6]. By accurate definition of the problem, ACO can be useful in 
various areas. 

4   An ACO Based Image Partitional Classifier  

As stated before, the K-means algorithm tends to find the local minimum rather than 
the global because it is heavily influenced by the choice of initial centroids. The 
integration of ACO with a K-Means is able to omit undesired solutions and makes 
classification process less dependent on the initial parameters. A conventional 
clustering algorithms partition a data set into a set of clusters jS , Kj ,...,1= . A widely 

adopted definition of optimal clustering is a partitioning that the intra cluster 
similarity is minimized while the inter cluster similarity is maximized. For a given 
problem the pheromone can be set to be proportional to above criteria of the desired 
solution.  

In our proposal, the ACO plays its part in assigning each image to a cluster and 
each ant is giving its own classification solution. The algorithm starts by assigning a 
pheromone level  and a heuristic information  to each image. The value for the 
pheromone level  assigned to each image is initialized to 1 so that it does not have 
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effect on the probability at the beginning. Heuristic information 
),( ji CXη  is obtained 

from the following formula: 
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CX CXSim
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where iX  represents the feature vector of thi image and jC is the feature vector 

representing thj centroid of the cluster. ),( ji CXSim is the similarity between an 

image 
iX and jC . The constant B  is used to balance the value of η withτ . Then 

each ant will assign each thi image to a thj cluster with the probability
),( ji CXP obtained 

from: 
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where K  is the number of clusters. Assume a number m  of ants is chosen for 
clustering based on the K-Means approach. After all ants have done their 
classification, the assigned pheromone to this solution is incremented. In order to find 
global minimum, the pheromone value is updated according to quality of the solution. 
For updating the pheromone to each clustering the following formula is used: 
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where ρ  is the pheromone trail evaporation coefficient )10( ≤≤ ρ which causes 

vanishing of the pheromones over the iterations. )1(),( −t
ji CXτ  represents the 

pheromone value from previous iteration. )(),( ta
CX ji

τΔ  in Eq. 9 is a new amount of 

pheromones calculated from all m  ants that assign image
iX to thj cluster. This 

approach of marking solutions by pheromone is proposed as follows: 
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),( jaInterSim represents the sum of the similarities obtained by ant a, between 
thj centroid and the rest of centroids. )(aIntraSim  represents the sum of the 

similarities obtained by ant a, between each image and its centroid. N is the number 
of images in the dataset and this variable keeps the values of ),( jaInterSim  and 

)(aIntraSim  in the same order. It becomes clear that the pheromone increases when 

clusters get more apart and when each cluster has more similar images. Next, the 
classification performed by each ant is driven by the quality of previous solutions. 
This is repeated until the best solution for all ants is achieved. 

5   Experimental Results  

In order to verify the performance of our method, some computer simulations have 
been conducted. In the simulation the parameters involved are set up as follows. 
Parameters B and ρ are set to be, 100=B and 2.0=ρ . The number of ants is chosen 

to be 100=m . For feature representing of images was used MPEG7 - Color Layout 
Descriptor (CLD) with 58 coefficients. For matching two CLDs the following 
similarity measure was used: 

===
−+−+−=
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2
28

1

2 ))()(())()(())()((),(
k

ji
k

ji
k
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where first 28 coefficients are Yi, next 25 Cb and last 25 Cr [5].  
Experiments on binary classification of two different image databases are 

presented. “Window on the UK 2000” CD, available at http://www.bnsc.org/ 
wouk/wouk1.htm, and consist of 390 images divided to 6 sets of similar blocks 
(Boats, Fields, Vehicles, Trees, Buildings, Roads). Second database was obtained 
from The Corel image database includes 700 images divided to 7 categories (Lions, 
Rural, Buildings, Cars, Elephants, Clouds and Tigers), all consist of 100 images. 
Representative samples of images from both databases are depicted in Figure 2.  

The results for both the ACO-based Classifier and simple K-means are compared 
on various sets of images. Different runs of algorithms on both databases are shown in 
tables 1 and 2. In both cases the number of clusters K was set to be 2. Random classes 
of images were chosen in order to show classification results on visually similar or 
dissimilar input data. Results given by different runs of the K-Means algorithm were 
different due to randomly initial assigning of centroids. Therefore the K-Means 
algorithm was run 10 times and average precision and recall of solutions was 
computed. The ACO makes classification process stable hence multiple iterations 
were not needed. According to the classification comparisons from Table 1 and 2, it 
can be observed that the ACO based classifier has better results with respect to simple 
K-Means. Also, the above results show higher efficiency of the ACO in case of more 
similar sets of images. In the latter case, the initial assignment of cluster centroids 
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       Boats          Fields        Vehicles        Trees         Buildings       Roads    

(b) 

Lions         Rural         Buildings         Cars        Elephants       Clouds         Tigers  
(a) 

Fig. 2. Several representative images for different categories taken from  a) the “Window on 
the UK 2000” database, b) the Corel image database 

visibly influences the classification process and decrease accuracy of the 
classification. On the contrary, ACO does not affect classification process on visually 
dissimilar images (e.g. building/field, fields/vehicles) when K-Means becomes more 
stable. 

Table 1. Image Classification results on the sets of images obtained from the   “Window on the 
UK 2000” database 

K-Means ACO-Classifier 
Class1 Class2 Precision 

[%] 
Recall 

[%] 
Accuracy 

[%] 
Precision 

[%] 
Recall 

[%] 
Accuracy 

[%] 
Boat Field 94 60 94 94 64 96 
Boat Vehicle 68 65 62 73 70 70 
Tree Building 76 67 85 98 69 90 
Tree Boat 78 49 71 77 56 75 

Building Field 95 56 83 95 56 83 
Building Road 60 45 60 78 50 71 

Field Vehicle 87 68 93 90 68 94 
Field Tree 98 60 96 100 61 97 
Road Vehicle 68 52 73 78 57 79 
Road Tree 88 54 82 96 57 90 
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Table 2. Image Classification results on the sets of images obtained from the Corel image 
database 

K-Means ACO-Classifier 
Class1 Class2 Precision 

[%] 
Recall 

[%] 
Accuracy 

[%] 
Precision 

[%] 
Recall 

[%] 
Accuracy 

[%] 

Rural 
Buildin

g 
69 91 75 72 93 78.5 

Lion Car 60 52 62 68 56 72 
Elephant Cloud 82 93 85 84 95 88.5 

Lion Rural 57 68 59 65 72 66 
Building Car 70 94 76.5 75 94 79.5 

Tiger Cloud 79 73 82.5 77 76 84 

6   Conclusion and Future Work 

In this paper, we propose the ACO-based Classification algorithm to solve images 
classification problem. The proposed classifier combines the K-Means and 
biologically inspired learning mechanism based on pheromone-driven communication 
of ants. The K-Means is heavily influenced by the choice of initial cluster centroids 
and the distribution of data. The above experiments show the potential of using ACO 
to optimize the classification process. The ACO makes the K-means algorithm less 
dependent on the initial parameters; hence it makes it more stable. The combination 
of several MPEG7 descriptors and implementation of learning mechanism, therefore 
increasing the image classification accuracy will be part of future studies. 
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Abstract. In this paper we describe and discuss our existing PicSOM
software framework from the point of view of context-adaptive analy-
sis of image contents, especially its method for using automatic image
segmentation. We describe and experimentally validate a modification
to the segment-using procedure that both essentially reduces the com-
putational cost and slightly improves classification accuracy. Finally, we
apply the segment-using methodology in qualitatively investigating the
roles of primary objects and their context in classifying the images of the
Pascal VOC Challenge 2006 database.

1 Introduction

People are nowadays faced with constant and overwhelming stream of digital
image and video content. Furthermore, the amounts of data being generated
seems to be constantly increasing. Therefore, automatic methods are highly de-
sirable to analyse and index the large data masses. Especially useful would be
methods that could automatically interpret the semantic contents of images and
videos as it is just the content that determines the usefulness of them for most
purposes.

Our PicSOM software framework [8,11] is aimed at automatically organising
and ordering large unannotated databases of audio-visual objects according to
the similarity of their contents. The databases may include images, videos, texts
and multi-part objects, such as mobile multimedia messages, emails and web
pages. The objects in the database may be hierarchically related to each other,
such as different parts of a multimedia message. In this paper, we focus on
the case of image databases where the hierarchy consists of images and their
segments. The underlying principle of the framework is to extract a large number
of visual features from the database images. Then the aim is to find statistical
dependencies between the visual features and the current goals of image analysis.
The dependencies are not required to be deterministic rules, such as blue always
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corresponding to sky. On the contrary, even weak probabilistic correlations are
sought after.

A natural approach to describing an image would be to list what different
parts the image contains, and then possibly describe the major parts in more
detail. In this light, partitioning the image to disparate parts and describing
the image in terms of the content and relationship of these parts appears to
be a promising approach. Indeed, image segmentation often is crucial in image
understanding. The PicSOM method of using image segments is in line with
the statistical approach to image analysis: a set of alternative segmentations is
formed and the system is adaptively allowed to find the segmentations most
beneficial to the image analysis task at hand.

On different occasions, the similarity of image content arises from different
visual features, such as colour or shapes. Only a subset of all the imaginable
features is relevant in a given image analysis task. It is the context of image
analysis that determines the set of relevant visual features. For purposes of the
PicSOM framework, we divide the context into two levels of specificity. The dis-
tinction is made to allow two different mechanisms of adaptation of the frame-
work to the context. We call the broader level of context database context. With
database we understand the collection of the images the content analysis is tar-
geted at, whether or not they are actually collected in a database. We consider
the database part of the context to be fixed, so the system may be adapted to
the database level context beforehand, without needing to take the suitability of
this specific system to other databases. A schematic example of database level
adaptation to context is given by an imaginary database consisting solely of red
and green apples. In the context of this database, it is not wise to allocate re-
sources to a colour feature telling whether an object is blue. Task level context
is the part of the context that changes so frequently that completely re-building
the image analysis system would be impractical. For example, we may think of
a database of vehicles of different colour. Different visual features are relevant,
depending on whether we want to identify motorbikes, red automobiles, or any
yellow vehicle in the database.

In this paper we consider the use of the adaptive PicSOM image analysis
framework in the context of image classification task detailed in Section 2. Sec-
tion 3 outlines the working principles of the framework in general, whereas in
Section 4 we discuss the use of image segments more in detail and experimen-
tally investigate of the usefulness in the image classification task. In Section 5
we describe how the method for using segments may be moved from the on-line
part of the system to the off-line preprocessing and made computationally more
lightweight.

Having performed the image classification task with help of image segments,
we may reverse the direction of the analysis. In Section 6 we compare the the
contribution of different image segments to the classification in the context of
this image database. In Section 7 we present conclusions and discussion.
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2 Image Analysis Task

To evaluate and motivate the techniques we discuss later in this paper, we con-
sider a concrete image analysis task. The task consists of classifying images of
the portion of the Pascal Visual Object Classes Challenge 20061 image set whose
ground truth classifications have been made public at the time of this writing.
This set of 2618 images contains realistic images of ten classes. The classes are
defined by the absence or presence of an object, e.g. cat, in the images. The
classes are partially overlapping, i.e. several different objects may appear in the
same image.

The classification task is considered in a supervised setting: approximately
one half of the images is used as training set and the rest as the test set. Table 1
shows the class statistics of the image sets. The classification performance is
evaluated in terms of Area Under Curve (AUC) property of the classifier Receiver
Operating Characteristic (ROC) curves.

Table 1. Statistics of image sets. Columns correspond to different object classes.

bicycle bus car cat cow dog horse motorbike person sheep total

training set 127 93 271 192 102 189 129 118 319 119 1277

test set 143 81 282 194 104 176 118 117 347 132 1341

3 PicSOM Image Analysis Framework

3.1 Outline

In the PicSOM framework the database objects are divided into two groups:
example and target objects. In a supervised learning context these correspond
to training and test sets, respectively. In an interactive image retrieval setting
the set of example and target objects is adapted dynamically during a retrieval
session as a result of the user giving relevance feedback on the target objects the
system retrieves. The framework is used to rank the target objects according
to their similarity to a given set of positive example objects, simultaneously
combined with the dissimilarity to a set of negative example objects.

The similarity of the objects is evaluated in terms of a large set of visual
features of statistical nature. For this purpose the example and target images are
pre-processed in the same manner: the images are first automatically segmented
and a large collection of statistical features is extracted from both the segments
and whole images. Several different segmentations of the same images can be
used in parallel. Procedures for feature extraction and image segmentation are
discussed in detail in Sections 3.2 and 4, respectively. In the current experiments,
we consider the use of 290 segmentation–feature combinations.

1 http://www.pascal-network.org/challenges/VOC/
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The features extracted from images and image segments can be interpreted
as feature vectors in multi-dimensional feature spaces. Each of the resulting fea-
ture spaces is quantised with a tree-structured variant of the Self-Organising
Map (SOM) [6], a TS-SOM [7]. SOM is an unsupervised neural algorithm that
adaptively forms a mapping from a high-dimensional input space onto a two di-
mensional grid. The database level adaptation to context in the PicSOM frame-
work relies just on the adaptiveness of the SOM: the quantisation of the feature
spaces concentrates attention on feature values that are actually common in the
database.

The quantisation forms representations of the feature spaces where points
on the two-dimensional TS-SOM surfaces correspond to images and image seg-
ments. For the current experiments, 64x64 TS-SOMs are used. The organisation
of the image database produced by one of the feature TS-SOMs is shown in
Figures 1 and 2.

Due to the topology preserving property of the TS-SOM mapping, assessment
of image similarity in terms of each of the individual feature spaces can be
performed by evaluating the distance of the representation of an object on the
TS-SOM grid to the representations of positive and negative example objects.
Technically this is done by placing triangular convolution kernels to the locations
of example objects and evaluating their value at the locations of the target
objects. The kernels placed at positive examples are normalised to sum to unity,
as are the kernels placed at negative examples.

Fig. 1. A TS-SOM organised by colour moments of image patches. For sake of clarity, a
16x16 intermediate level of the TS-SOM structure is shown. For actual image analysis,
only the 64x64 bottom level is used.
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Fig. 2. A close-up of the bottom left corner of the colour moment TS-SOM that rep-
resents image patches with red colour together with light-coloured structures

A task-level adaptation mechanism of the PicSOM framework is provided by
the way the similarities in different feature spaces are combined. Due to the
performed normalisations, such feature spaces are effectively emphasised that
perform best in discriminating the positive and negative example objects when
the similarities are summed together. This is because on poorly performing fea-
ture TS-SOMs, the positive and negative kernels intermingle on the same map
areas and effectively neutralise each other. On the other hand, on well discrimi-
nating TS-SOMs, the positive and negative kernels concentrate on separate areas
where they amplify each other. This results in large amplitudes of similarity and
dissimilarity peaks. Because the convolution kernels have a limited and fixed sup-
port, the similarity assessment procedure only takes into account local distances.
This is also desired as the TS-SOM mapping only preserves local topology.

Often the goal of the system is to rank images, not just image segments
according to their similarity. Segment-level similarity must thus be combined into
image-level similarity. The solution used in PicSOM is straightforward: image-
level similarity is obtained by summing the contributions of the segments of the
image. This technique is further discussed, evaluated and extended in Sections 4
and 5.

3.2 Visual Features

A number of statistical visual features is extracted and made available for the
similarity assessment algorithm. The features include MPEG-7 standard descrip-
tors [4] as well as some non-standard descriptors. The features are extracted from
image segments as well as from whole images when appropriate. Table 2 lists the
used visual features.

The MPEG-7 features are extracted using the MPEG-7 Experimentation
Model. For some image segments, we have replaced the MPEG-7 Color Lay-
out and Scalable Color descriptors with our own approximate implementation
of the standard for computational reasons.

In addition to the tabulated features, we have found that composite features
formed from pairs of visual features are highly beneficial in our system. Currently
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Table 2. Visual features extracted from image segments

MPEG-7 descriptors non-standard descriptors

Color Layout average colour in CIE L*a*b* colour space
Dominant Color central moments of colour distribution
Region Shape Fourier descriptors of segment contours
Scalable Color histogram of Sobel edge directions

co-occurence matrix of Sobel edge directions
Fourier transform of local edges
8-neighbourhood binarised intensity texture
Zernike moments of binarised segment shape

the composite features are formed by simply concatenating the corresponding
feature vectors and equalising the variance of the vector elements. We have
confined us to pairs of features as the number of larger feature combinations
grows very rapidly. For the same reason, we have not formed all the possible
pairs but picked some most promising combinations.

4 Image Segmentation

Currently there appears to be no definitive knowledge concerning what sorts of
image segmentation is beneficial or adequate for content-based image analysis.
Generic, complete and to-the-pixel accurate unsupervised segmentation is gen-
erally regarded to be virtually impossible. Even if it was possible, one still has to
address the issue of diversity of segmentations: one image can typically be seg-
mented in numerous different perfectly valid ways. Choosing one segmentation
over another would require interpreting the image already in an early stage of
the image processing chain. A subset of the diverse segmentations of an image is
formed by hierarchically related segmentations: the objects in the images often
naturally decompose into sub-objects, thus defining object-part hierarchy trees.

4.1 Segmentation in PicSOM Framework

The approach PicSOM uses for image analysis is statistical in nature. In the same
spirit, PicSOM also uses image segmentation in statistical manner. A number of
uncertain segmentations is generated by simple means. Every single segmenta-
tion may not be correct or visually viable, but on the statistical level we hope to
observe correlations between the visual properties of the segments and the sets
of example images.

Besides perfect segmentations being impossible to obtain in practice, it still
remains to be demonstrated how much the performance of image content anal-
ysis is compromised if less complete segmentations are used. Of course, several
factors affect this question. One of them is the sophistication level of the image
analysis approach. It is reasonable to suppose that if segmentations are used
in a statistical manner, fairly inaccurate image segmentation may be enough.
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Also the different visual features set different needs for image segmentation. For
example, colour and texture features are quite tolerant to inaccuracies in seg-
mentation, whereas some shape features may critically depend on the quality of
segmentations.

It seems natural to think that more deterministic image content analysis could
lead to better results. Then there would also be need for more accurate image
segmentations. However, the more accurate associations would likely be specific
to specific classes of example images, such as cars. On the other hand, we want to
keep our framework generic, independent of specific types of images. The frame-
work thus has to autonomously learn the associations between image classes
and their visual properties. At the current state of machine learning, learning of
much more sophisticated rules seems difficult. Certainly we aim at pushing the
border into that direction, but currently much more sophisticated associations
would probably have to be manually specified to the system.

Ideally, the division between image segmentation and feature extraction sys-
tem stages would be clear-cut. In practice, however, this is not always the case.
Many visual features codify also spatial information: example of this is the
MPEG-7 standard Edge Histogram feature that implicitly divides the image
into 16 fixed tiles.

4.2 Implemented Segmentation Methods

The actual segmentation methods that are used to generate the alternative seg-
mentations of the images are rather rudimentary. One of the methods geomet-
rically divides the images to overlapping squares. Side length of the square is
determined by dividing the larger of the image dimensions by ten. The overlap
is achieved by first non-overlappingly tiling the image and then placing another
set of tiles at the crossings of the tiling. This results in no more than 181 (for
square images) square segments, on the average about 140.

As another segmentation method we employ an area-based region merging
algorithm based on homogeneity in terms of colour and texture. The merging is
continued until a fixed number of image segments are left. Two sets of segmen-
tations is obtained with two different sets of region merging parameters. The
first parameter values give rise to 8 segments whereas the lattar result in 25
segments. The parameters for the merging algorithm have been selected to give
visually feasible results for photographs and other images in earlier applications.
The diversity of segmentations is increased by recording, in addition to basic
segments, the hierarchical segmentation that results from continuing the region-
merging algorithm until only three regions remain. Altogether we thus have five
segmentations of each database image.

4.3 Combining Segment Similarity as Image Similarity

As briefly mentioned in Section 3, in PicSOM framework the segment-level simi-
larities are just summed together to form the image level similarities. Re-ordering
summations, the similarity comparison procedure in a single feature space i can
be recast as
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(a) (b)

Fig. 3. Smoothed histograms of positive example segments in the quantised colour
moment feature space: (a) image class “bus”, (b) image class “cow”. Dark shades
correspond to large values.

1. Accumulating the normalised two-dimensional histograms E+
i , E−

i and T of
positive example segments, negative example segments and target segments,
respectively, using the i:th TS-SOM to define the histogram bins.

2. Kernel smoothing the subtracted histogram of example segments:
Hi = K ∗ (E+

i − E−
i ), where K is a two-dimensional triangular kernel.

3. Interpreting the histograms as vectors and calculating the similarity as inner
product: Si =< Ti, Hi >.

Figure 3 shows two smoothed histograms of positive example segments in the
colour moment feature space quantised with the TS-SOM of Figure 1. Among
the background noise and spurious responses, we can identify several plausible
concentrations from the histograms. In the left subfigure, the distribution of
image class “bus” concentrates especially in the lower left corner and upper
border of the SOM surface. These areas correspond to image patches with red
structures. This is explained by the fact that majority of the buses are British red
buses. The segments of image class “cow” concentrate on the rightmost part of
the SOM that represents green image patches and image patches with structures
on a green background.

Histograms summarise the probability distributions strongly: they introduce
large number of invariances. Additional sources of invariances, i.e. information
loss, in the present use of image segments are the complete ignorance on the
spatial distribution of feature values and failure to connect the same segment in
different feature spaces. Example of former would be to consider blue patches of
sky in the upper part of an image to be equivalent to the blue patch of water
in the lower part. Example of the latter would be to consider images with blue
ball and red triangle equivalent with an image of a blue triangle with a red ball.

In some approaches [14,2,5] example and target image segments are explicitly
matched with each other. With the numerous alternative segmentations and fea-
ture spaces PicSOM uses, the combinatorics of such approach soon become pro-
hibitive. The introduced invariances, however, make the learning problem much
less complex and thus more manageable. Learning with less invariances requires
more learning material, i.e. example images. The resulting computational costs
could easily rise to currently unrealisable level.
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5 Off-Line Procedure for Using Image Segments

In the previous section, we described a method of using image segments that
has been found to be useful in many image tasks. The use of image segments
introduces an increased computational cost, however. For some on-line purposes
such as interactive image retrieval, large time complexity may not be acceptable.
Therefore, we have devised a method for precomputing a representation of the
segment contents off-line as part of adaptation to the database level context and
just comparing the representations on-line. For an image and a given feature
space, the representations are obtained as follows:

1. A two-dimensional histogram of the feature values of the image segments are
accumulated.

2. The histogram is kernel smoothed with a triangular kernel K.
3. The histogram with is downsampled with a factor of four.
4. The histograms are regarded as vectors and their dimensionality is reduced

to a fixed number with principal component analysis (PCA).
5. normalise the vector components to unit variance.

For combining multiple feature spaces, we concatenate the histograms as the
vectors after downsampling in step 2 and perform PCA and normalising just as
for single feature spaces. Compared to only PCA, additional normalising of the
components was observed to enhance image classification performance. Further
processing by estimating the linear ICA model [3] from the vectors did not
bring improvements in connection with the classification procedure used in the
experiments.

There are two main parameters of the method: the width w of the smoothing
kernel K and the number of components lPCA left after the PCA. A series of
experiments were performed to determine optimal values for the parameters.
Unfortunately, the best values seem to be feature and image class specific. In
determining a suitable compromise we decided to put more emphasis on features
and image classes where the descriptor performed well in the classification task.
The rationale for this is that probably the poorly performing features will not
be used, after all, for that specific image class as there is a wide variety of other
features available. In our experiments, we have ended up in parameter values
w = 24 for the convolution kernel width and lPCA = 64 for the dimensionality
of the PCA.

For the initial verification of the usefulness of the obtained region represen-
tations, the image classification performance resulting from their use was evalu-
ated using a support vector machine implementation as a black-box classifier. As
SVM, we use the C-SVM implementation with RBF kernels implemented in the
libsvm software package [1]. With this implementation, the probability estimates
needed for ROC curve formation are obtained by the pairwise coupling method
described in [15].
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5.1 Qualitative Validation

We have compared the image classification performance of the introduced method
for obtaining the obtained off-line image representations against the traditional
PicSOM on-line algorithm. For this initial experiments, we use a segmentation–
feature combinations that were conveniently available. As image segmentation
method we employ the square-tile-segmentation described in Section 4.2. We con-
sider the image classification performance of the image representation derived
from both 1) a single feature: color layout, and 2) a combination of three features:
color layout, Fourier transform of edge distribution and color histogram/texture
descriptor, the last feature being a concatenation of two features. It turns out
that the choice of the specific features is somewhat unfortunate, as their per-
formance in classifying these image classes is not very good and combining the
features does not help the on-line PicSOM algorithm. However, the relative dif-
ferences between the on-line and off-line variants can still be observed. Figures 4
and 5 visualise the feature space corresponding to the combined off-line repre-
sentation by means of a SOM. We see that in general, some of the images cluster
nicely on the SOM, for example the cluster of cars near the bottom right corner,
whereas there are also some areas where images of various objects mix.

5.2 Quantitative Validation

Figure 6 compares the image classification performances of the described off-line
and on-line methods for combining image segments. With the single feature, the
relative order of the methods varies, the off-line variant perhaps being slightly

Fig. 4. An intermediate 16x16 level of a TS-SOM visualisation of the feature space
defined by the offline image representation derived from the combination of three image
segment features
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Fig. 5. A close-up of area near the bottom right corner corner of the TS-SOM visual-
isation of Figure 4

better overall. With the combined feature, the off-line method is consistently
better than the on-line method with the exception of the accuracy being ap-
proximately equal for one image class. It is notable that the off-line method
always manages to benefit from the incorporation of additional features, which
is not always the case with the on-line method.

Besides the classification accuracy, an important factor in choosing between
the algorithmic variant is speed. After precalculating the off-line representations,
the actual comparison of the introduced region representations is observed to be
more than 1300 times faster than executing the on-line algorithm. On the other
hand, the on-line algorithm is more flexible. It allows the set of positive exam-
ple segments to be specified freely on run-time, whereas the offline representation
summarises all the segments in an image. The flexibility might be needed, for ex-
ample if the framework is used for image analysis on the level of image segments.
This is the case in [13] where the framework is discriminatively used to locate an
object in the images an basis of examples, in [12] where image-level keywords are
focused on specific image segments, and in the next section of this paper.

(a) (b)

Fig. 6. AUC performance of image classification of both on-line (white bars) and off-
line (black bars) methods for combining image segments for the ten VOC object classes.
The two subfigures shows the accuracy resulting from use of (a) a single colour layout
feature, and (b) the combination of three features.
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original bus cow motorbike

Fig. 7. Images of the image collection shown together with the collection-wide top
segments that contribute most to the classification of the images as “bus”, “cow” and
“motorbike”. The original images are shown in the leftmost column.

6 Context-Based Identification of Regions of Interest

In this section we qualitatively perform context-based identification of regions
of interest, made possible by the described framework for using image segmen-
tation. By methods of Section 4.3, the considered collection of images can be
classified into ten classes by the statistics of the visual properties of the image
segments. We now go backwards in the inference chain and ask which of the
image segments contribute to the classification. For example: which parts of an
image containing a cow are essential for classification of the image as such?

To perform this qualitative experiment, we restrict ourselves to a subset of the
considered image database that contains approximately one tenth of the images in
the full database. The class composition remains approximately equal. For the ex-
periments we use the geometrical square tile segmentationdescribed in Section 4.2.

Figure 7 has been generated by marking to the images the segments that con-
tribute most to the classification of images. The threshold has been set globally
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to include one tenth of segments of the image database. In the figure each row
corresponds to a separate image. The original image is shown in the leftmost
column and the remaining columns display such segments of the image that
contribute to the image’s classification as “bus”, “cow” and “motorbike”, re-
spectively. In Figure 8 we show a more comprehensive set of similar illustrations
of image segments that contribute to classification as “bus”.

Fig. 8. The locations of image-collection-wide top bus segments in some images actually
depicting buses

In an ideal case, in the figures all the image segments containing the class
defining object would be highlighted, whereas all the segments outside these
objects would remain unhighlighted. Then we would have directly obtained a
context-based method for segmenting images contained in an image database.
The method would be adaptive to the image database in two senses. Firstly, the
context of the database would determine the visual elements that are discrim-
inative in that certain database. Secondly, the segmentation method would be
class-specific, producing segmentations that are discriminative in the sense of
the specific object class the segmentation method was derived from.

From the images we see, however, that the situation is far from the above
described ideal case. Still, from Figure 7 we see that there is strong tendency of
the algorithm to identify apparently reasonable parts of the images as responsible
for the classification. The algorithm is also class specific: for instance only few
segments of the bus images would be likely to appear in the cow images and vice
versa. This property is not deterministic, however, but probabilistic in nature.

In many cases, the context of the objects is found to be equally important
as the visual properties of the object themselves. This can be seen for example
in Figure 8 where the surrounding traffic or road scene often is included in the
most contributing parts of the bus images. Another observation is that inside
an object only some of its parts may be specific to that object class. This is
exemplified, for example, by the motorbike image in Figure 7. The cow images
also exemplify well these two phenomena. Both can also be explained by the
limited scope of the underlying image database. The context of this type of
green grass seems to be specific for the cow images in this database, although
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the database contains other animals such as sheep and horses. Apparently the
grass in those images is somehow different. On the other hand, the brown fur
part of the lower cow image does not contribute much to classification as cow.
This can be explained by the database containing also other animals such as
horses and dogs. In contrast, the contours of lower part of the cow, especially
legs seem to be characteristic for cows.

In this section we have seen that using the above described image representa-
tion in terms of regions, we can back-track in the image classification algorithm
and identify plausible regions of interest. However, the connection between the
identified regions and genuine object segmentation is not straightforward. Still,
integrated with other image segmentation, the regions of interest might provide
a helpful cue in segmentation.

7 Discussion and Conclusions

In this paper, we have discussed the method of using image segments in the Pic-
SOM statistical image analysis framework. A procedure was devised for moving
the computational demands of this segment-using method from on-line computa-
tion to the off-line phase, thus reducing the on-line complexity to a small fraction.
Still, the image classification accuracy remained uncompromised in the experi-
ments performed. The obtained time savings are important for keeping the compu-
tational demands of the task-level context adaptation manageable. The performed
experiments were initial and must be complemented with further testing with a
more comprehensive set of visual features and larger image databases.

We saw that the current method of using segments introduces many invari-
ances. Although lifting the invariances could easily lead to need for huge amounts
of example data, we are still planning to consider lifting some of the invariances,
for example by considering spatial relationships of the segments [9]. The ben-
eficiality of geometric constraints to the accuracy of image analysis has been
demonstrated e.g. in [10].

We can interpret the method of generating the off-line representations of the
segment distributions as a novel method of generating image features adapted
to the current image analysis context, given the segment level visual features
and the image segmentations. The method adapts to the database level context
through the adaptive feature representations formed using SOMs. Also the seg-
mentations may be adaptive, either on the database level or on the task level,
as outlined—although not implemented—in Section 6. Comparing the merits of
these adaptive features to customary, non-adaptive image features such as the
MPEG-7 features remains to be performed in the future.

We qualitatively investigated the contribution of different types of segments to
image classification in Section 6. It was observed that in the context of the current
VOC image database, contextual information was often as important for the
classification as the target object itself. This result is naturally dependent on the
database at hand. If the database is sufficiently comprehensive, the significance
of context in the images may become lesser, and the actual target object in the
image becomes the most important contributor in image classification, as in [12].
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Abstract. This paper presents two enhancements for the creation and
analysis of Binary Partition Trees (BPTs). Firstly, the classic creation
of BPT based on colour is expanded to include syntactic criteria de-
rived from human perception. Secondly, a method to include semantic
information in the BPT analysis is shown thanks to the definition of the
BPT Semantic Neighborhood and the introduction of Semantic Trees.
Both techniques aim at bridging the semantic gap between signal and
semantics following a bottom-up and a top-down approach, respectively.

1 Introduction

1.1 Problem Statement: The Semantic Gap

Scene analysis for object extraction is a challenging and unsolved problem. The
main difficulty of this task is to connect semantic entities to low-level features
or vice-versa; that is, to fill the so-called semantic gap. There mainly exist two
conceptually opposed approaches: Top-down methods, which are knowledge-
based and search for pre-defined models into the image given some prior in-
formation. Bottom-up methods, which are generic methods aiming at linking
visual features to perceptual meaningful primitives.

Moreover, methods based only on either top-down or bottom-up approaches
might fail in a general context. On one hand, bottom-up methods cannot infer
object entities without prior models. On the other hand, top-down techniques
may benefit from a richer pre-analysis based on perceptual considerations. Thus,
both approaches are not mutually exclusive, on the contrary, they might be
coupled in order to succeed in the object extraction task. For this reason, a
common framework is required.

As presented in [1], a Binary-Partition-Tree (BPT) is a structured rep-
resentation of a set of hierarchical partitions usually obtained by means of an
iterative segmentation procedure based on the optimization of an initial parti-
tion. The BPT is built up by iteratively merging the most similar pair of regions
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given a homogeneity criterion. In this work the initial partition is assumed to
include all the contours of the desired object. If not, one can always start from
a finer segmentation. Therefore, the BPT representation can theoretically lead
to a tree where each desired image object is represented by a single node at a
certain level of the hierarchy. However, as pointed out in [2], from the bottom-up
point of view there are some drawbacks related to the simplicity of the homo-
geneity properties used to construct the tree. This limitation can result in a
tree where the desired object is not represented by a node. From the top-down
point of view, not all the regions defined by the BPT are significant. Still the
BPT representation offers the support for the extraction of objects and a com-
mon framework where regions and semantic entities can be linked. The goal of
this paper is to overcome some of the previous limitations to enhance the BPT
framework with the long term aim of bridging the semantic gap.

1.2 Proposal: Enhanced BPT as Common Framework

This paper presents the BPT as a common framework for bottom-up and top-
down analysis. The framework has been improved from both points of view:

– Bottom-up BPT construction: Introducing and combining multiple and
generic homogeneity criteria based on low- and middle-level features. Such
features are refereed to as syntactic features, since they are defined by the
relative positions of the regions they represent.

– Top-down BPT analysis: The problem of detections of a single instance
of the same object is assessed. To do so, a model for semantic classes and its
application on BPTs is presented.

The paper is organized as follows. Firstly, we present the motivations for both,
the syntactic approach for BPT construction and the subsequent semantic BPT
analysis. Secondly, we describe the enhanced BPT common framework and, some
object detection and extraction examples are presented. Finally, the conclusions
and the future worklines are drawn.

1.3 Motivations for the Syntactic Approach

When analysing an image, colour, motion or even depth information are usually
prioritized disregarding other natural features of the objects belonging to the
scene, such as symmetry or partial inclusion. Such features might be classified
as being in the middle level vision problem.

This work relies on the assumption that, such complex features can be used to
group image elements in order to form parts of objects or even complete objects.
This assumption is based on the Gestalt psychology and on perceptual grouping
approaches, as presented in [3] and [4], respectively.

In this context we assume that a composite object is an object which is built
up of a set of distinct parts in various ways of complex composition. A well
known technique for the study of such composition properties is syntactic image
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analysis [5]. Such work deals with the notions of primitive, grammar and syntax
analysis from a formal point of view, ideas that have inspired the creation of the
proposed syntactic framework for image segmentation.

This proposal is based on two key aspects. The definition and extraction of the
syntactic features expressed as rules, and the critical decision of how to combine
the different features. Regarding this second aspect, there may be situations in
which the correct combination of different features (for instance, “similar colour
as” and “partially included into”) to create an object is not easy even for a
human observer. In this work we attempt to provide a solution for such cases.
Our proposal aims to apply the most significant rule given a set of features. This
solution is based on the statistical analysis of the features over the whole image.

As a conclusion, we can define the syntactic image segmentation as an itera-
tive region merging procedure based on the assessment of multiple homogeneity
criteria expressed through rules which are combined according to their statis-
tics. At each iteration the possible conflict between the defined rules is solved
resulting in the merging of the most significant pair of regions.

1.4 Motivations for the Semantic Approach

Many analysis tasks focus on the extraction of semantic information from visual
content. In applications such as object detection or content-based image retrieval,
the final goal is to extract semantic entities from the visual data, as this is the
most natural form for humans to access content. In most of the cases, the result
of a segmentation and its organization in BPTs lead to many more regions than
semantic entities are present in the content. Most of the regions represented
by the BPT nodes lack a semantic meaning, although its organization in BPTs
facilitates their analysis.

Partitions usually present oversegmentation problems, splitting a single object
among more than a region. Nevertheless, this situation may be solved thanks to
the hierarchical structure of the BPT. However, the BPT may contain a few
nodes related to the same object which, in turn, may present similar perceptual
properties and, for this reason, they may be considered as multiple instances of
the same class if the analysis is based only on low-level features. Fig. 1 depicts
an example of these cases, which represents how a fading rectangle is split in
two during the segmentation process.

Selecting which of these similar regions represents the instance of a semantic
class requires a previous semantic knowledge. This paper will propose a method
to model semantic classes and how these models can help in a better semantic
analysis of BPTs.

2 Enhanced BPT Framework

A BPT is created from an initial partition of an image, plus a set of hierarchichal
partitions that are “‘above” the initial partition. The finest level of detail is given
by the initial partition (the leaves of the BPT). The nodes above the leaves
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Fig. 1. Oversegmentation and BPT generates multiple instances of the same class

are associated to regions resulting from the merging of two children regions
until we reach the root node, which represents the entire image support. An
example illustrating the BPT for an image made of two rectangles over a white
background can be seen on Fig.1.

2.1 Bottom-Up: Syntactic BPT Creation

The framework we present for BPT creation is an extension of the segmentation
algorithm presented in [1], which performs an iterative region-merging. In this
framework, an initial over-segmented partition is optimized by merging pairs
of regions following a pre-defined optimization criterion. The BPT is built up
by tracking the successive mergings of the algorithm. The aim is to iteratively
estimate the region of support of homogeneous elements based on the features
of the elements. The optimization criteria are based on the homogeneity of the
elements and are defined as homogeneity criteria. For this purpose we define two
type of descriptors:

1. Visual descriptors (VDs). These descriptors are computed locally, in a region
neighboorhood, and provide individual dissimilarity measures for:
Simple homogeneity criteria evaluated over pixel values within a single

element and computed with simple operations between elements (pixels
or regions). Colour, or region size are examples of descriptors computed
using simple homogeneity criteria.

Complex homogeneity criteria evaluated for two or more elements and
computed using complex operations between elements (regions). Syn-
tactic descriptors, such as symmetry or partial inclusion, are based on
complex homogeneity criteria.

2. Statistical descriptors modelling the statistical distribution of the VDs and
computed over the whole image, globally. For example, the entropy Hr of
each rule r provides a measure of its significance in the current iteration.
The statistical information allows to manage multiple homogeneity criteria
by the use of global information.
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2.2 Syntactic Segmentation

The major segmentation steps are simplification, feature extraction and decision,
as presented in the scheme of Fig. 2.

Fig. 2. Scheme of the major segmentation steps

Simplification. The purpose of the simplification step is to control the amount
and nature of the information preserved for further analysis. Starting at
the pixel level it generates a set of regions as primitives for the following
steps. The resulting partition provides a robust information-rich set of region
primitives overcoming the limitations of point-based primitives for higher
level analysis.

Feature extraction. The feature space is created by associating a dissimilarity
measure to each pair of regions given one of the following rules: Ri has
similar mean colour than Rj , Ri has similar size than Rj and is Ri

partially included into Rj . Moreover we impose the constraint that only
neighbouring regions can be merged so that the result of any merging is still
a partition of connected regions. The dissimilarity measure between regions
Ri and Rj in the k − th iteration using the c − th rule is noted as dk

c (i, j).
Its value tends to zero if the proposition is found to be true.

Even though the rules are computed locally over a pair of regions, an
estimate of the distribution of the dissimilarity measures for each rule is
computed by means of the histogram. In the case of colour homogeneity,
the histogram counts the number of times that the same colour difference
occurs among the whole set of regions. The distributions for size and partial
inclusion are similarly estimated, extracting features which are both local
and global as a result.

Decision. The decision step selects the most significant rules given the current
state of the feature space (see Sec. 2.3), deciding how to combine the ex-
tracted dissimilarity features in a unique dissimilarity measure (Dk(i, j)) for
each pair of connected regions. Finally, the most similar pair of regions is
selected for merging.

As presented in Fig. 2, feature extraction and decision are iterated in succes-
sive mergings until the whole image support is represented by a single region.
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The tracking of successive merging leads to an optimized BPT image represen-
tation spanning a set of mergings from the initial partition (leave nodes) to the
root of the BPT.

2.3 Combining Multiple Rules

The main difficulty of using higher level features is how to deal with multiple
merging rules. For this purpose we estimate the distribution of the dissimilarity
values associated to each rule over the whole image. The idea behind this, is to
put in context the significance of the local dissimilarity values computed over
pairs of regions.

Fig. 3. Pdf estimation of the dissimilarity values associated to each rule for the image
shown in Fig. 8. Colour, size and partial inclusion are represented respectively by
circles, starts and asterisks.

To estimate the probability density function (pdf) we compute the histogram
and divide by the total number of measures. The values of the dissimilarity
measures are normalized to the interval [0, 1], and quantified with a sufficient
number of bins using a non-linear quantizer. In order to give more relevance to
the lower dissimilarity values, we expand this part of the axis and compress the
upper part, since lowest values represent rules which tend to be true.

We assume that a uniform distribution of the dissimilarity values of a
rule do not provide relevant information regarding this rule.

For this purpose we estimate the information of each rule by computing its
entropy as, Hr = − ∑

i pilog2(pi). Where pi is the probability of occurrence of
a dissimilarity measure for a given rule. The entropy is the statistical descriptor
being computed, and allows combining the individual dissimilarity values in
the k-the iteration associated to a pair of regions (i, j) in a unique weighted
dissimilarity value as

Dk(i, j) =
∑

c

wk
c dk

c (i, j),

where wk
c = Hmax

c −Hc∑
∀ruler Hmax

r −Hr
.
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Note that
∑

c wc = 1 and since d(i, j) ∈ [0, 1] the combined value is also in
the interval [0,1]. Entropy is maximal for uniform distributions, thus wk

c tends
to zero decreasing the contribution of this rule in such case.

For example, the image shown in the first row of Fig. 8(a) is over-segmented
to provide a set of 49 regions, see 8(b). In this case, there are 89 connected pairs
of regions in the first iteration. The rules are assessed providing the dissimilar-
ity measures which are used to estimate the pdf for the aforementioned rules
(colour, size, and partial-inclusion). For the initial partition, the distribution of
the partial-inclusion dissimilarity values presented in Fig. 3, shows that regions
are either totally included or not included.

The distribution of the colour and size values are flatter than the partial-
inclusion pdf and the entropy for colour, size and partial inclusion is respectively,
5.0, 4.74 and 3.34. Consequently, their associated weights are wColour = 0.25,
wSize = 0.28 and wInc = 0.46. As a result, the combined dissimilarity value is
weighted so that partial-inclusion is more relevant than size, and size is more
relevant than colour. For each pair of connected regions from the current parti-
tion a combined dissimilarity measure is computed and the pair of regions with
the lowest value is selected for merging.

The syntactic framework allows the combination of simple and complex ho-
mogeneity criteria using global statistical information.

2.4 Top-Down: Semantic BPT Analysis

In the previous motivation section, it has been stated that multiple detections
of a single instance is a common problem in image analysis applications based
on BPTs. This paper proposes a technique to cope with these cases and choose
among all the BPT nodes which are candidate to contain a semantic instance of
a class.

Before formulating the selection criterion, it is necessary to introduce the con-
cept of BPT Semantic Neighborhood. A BPT Semantic Neighborhood is a
subset of connected BPT nodes that represent instances of the same semantic
class. Notice that a BPT Semantic Neighborhood is associated to a specific se-
mantic class and that a BPT node could represent more than an instance of
different classes. Figure 4 shows and example of two BPT semantic neighbor-
hoods of the same class “A”.

Fig. 4. BPT semantic neighborhood
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Simple Classes. We define as simple classes those ones whose instances can
be completely represented by a single BPT node. They are modelled according
to the perceptual caracteristics of the region, for example, as a list of low-level
descriptors.

In the simple classes case, the selection criterion is based on the supposition
that all instances of the class associated to a BPT Semantic Neighborhood rep-
resent in fact the same instance. Among all the candidates, the most similar one
to the perceptual model will be chosen and the rest discarded.

Composite Classes. We consider composite classes those which are defined
as a combination of semantic instances (SI) of other classes that satisfy certain
semantic relations (SR). The model of a composite class includes instances of
lower level classes, which, at the same time, are described by other simple and/or
composite models. As shown in Fig. 5 a), the semantic decomposition can be
iterated until reaching the lowest possible level, corresponding to simple classes.
Such top-down expansion can be summarized in a basic graph called Semantic
Tree (ST), as shown in Fig. 5 b).

Fig. 5. a) Semantic decomposition, b) Semantic Tree (ST)

When working with composite classes, the detection algorithm will look for
combinations of the detected instances that satisfy the relations represented by
the model. For each valid combination, a new ST node candidate is created and
linked to those ST nodes representing the composing instances. The hierarchical
decomposition of classes drives to a recursive detection algorithm [6] according
to a bottom-up expansion of the ST.

Towards the final goal of building instances of Semantic Trees, the algorithm
prevents creating unnecessary links among ST nodes. Every time a new ST
node candidate is added to the Semantic Mesh, it must become the root of the
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Fig. 6. Cycles discard ST nodes candidates in gray

inferior tree structure. That is, the addition of a new node must not close any
cycle through the lower levels of the Semantic Mesh. This condition must also
be assessed through the BPT semantic neighborhoods. Figure 6 shows a case in
which the ST nodes in gray are discarded due to a cycle through a BPT Semantic
Neighborhood of class “B”.

The leaves of the STs will always represent simple classes associated to a BPT
node, so conflicts similar to the simple class cases may appear. Different BPT
nodes in the same neighborhood may be associated to the leaves of different
Semantic Trees. Applying the same criterion, this situation represents a conflict
and only one instance of a given class can exist in a BPT semantic neighborhood.
Our proposal is that when two or more possible ST instances share a BPT
semantic neighborhood, we keep the ST instance whose root is in a higher level
and discard the remaining ones. This criterion solves the conflict by giving more
credibility to the most complex structure as we consider it a good indicator for
valid detection. Secondly, when the conflict is among Semantic Trees of the same
height, the ST instance most similar to the model of the class is kept. Notice

Fig. 7. Consolidated ST (f2 > f1 and f2 > f3) overlaps with nodes in gray through
the BPT semantic neighborhood and forces their deletion
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that discarding model is the one represented at the root of the Semantic Tree.
Figure 7 shows an example in which the Semantic Tree with probability f2 is
kept and the other two discarded.

3 Results

This section presents two applications of the enhanced BPT framework. An
example of traffic sign detection illustrates in detail the framework and the
proposed framework demonstrates its suitability for a general application per-
forming the detection of laptops in a smart room.

For both applications the initial partition was automatically created using
a colour homogeneity criterion in the YUV space with weights 1, 0.5 and 0.5,
respectively and a PSNR of 23 dB for road sign detection and 24dB for laptop
detection.

3.1 Application 1: Roadsign Detection

The results presented in this application were generated from images from the
CLIC database [7] that contains a traffic sign.

The images shown in Fig. 8 present three examples of object extraction using
the enhanced BPT framework. As we can see, column a) is the original image,
column b) its partition represented by the mean colour of each region and column

Fig. 8. Application 1: a) Original, b) Initial partition and c) Extracted traffic sign
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c) the only detected instance of the object of interest. These examples show the
performance of the system for this application.

The detailed analysis of the image shown in the first row is used to exemplify
the syntactic and the semantic analysis in the enhanced framework.

Syntactic Analysis. The aim of this section is to show, by means of a visual
example, how well the syntactic framework used for the BPT creation can over-
come the limitations of simple homogeneity criteria (e.g. colour). For this task,
we aim to compare the best object candidate represented as a single node of the
BPT that can be obtained using either simple or syntactic homogeneity criteria.

Fig. 9. Application 1: BPT using a simple homogeneity criteria: colour

The image on the first row of Fig. 8 has been segmented into 49 colour ho-
mogeneous regions. Starting from this initial partition, the BPT is created using
only simple homogeneity criteria (colour and size). Figure 9 shows a subtree of
this BPT and those nodes representing the best potential object candidates that
could be obtained. Although node 85 is a good representation of the inner part
of the sign, the outer part, represented by node 92, has been merged with the
background. Therefore, it is not possible to obtain the sign as a single node or as
composition of nodes by means of thetop-down analysis using simple homogene-
ity criteria. Node 93 shows the region resulting from merging the above regions.
Neither a descriptor of the whole sign nor a description based on the object parts
can detect this object.

In Fig. 10 the syntactic BPT obtained from the same image partition is shown.
This BPT is computed using a combination of simple (colour, size) and complex
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Fig. 10. Application 1: a) BPT using multiple criteria: colour, size and partial inclusion,
b) Regions associated to the nodes in ellipse.

(syntactic: partial inclusion) criteria. In this case, the sign is represented by a
single node which is a better object candidate than the ones found in 9.

Semantic Analysis. The syntactic analysis creates a BPT that, apart from
having a node that fully represents the object of interest, it also contains nodes
with the parts that composed them. The traffic sign is a type of object that
suits its modeling from its parts. The red frame, white background and black
silhouette are described separately with colour and shape descriptors, that is,
with a perceptual model. Afterwards, references to this classes are used for a
semantic modeling of the traffic sign class with a Description Graph [8], as
shown in Fig. 11.

Fig. 11. Application 1: Description Graph and Semantic Tree of the traffic sign

Figure 10 a) shows the syntactic BPT created in the previous section. In
Fig. 10 b) there are the regions associated to each BPT node. As the perceptual
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model of the triangular classes Frame and Background are based on similar
shape descriptors, nodes 14, 61, 62 and 63 are a BPT Semantic Neighborhoods
for these classes. Nevertheless, the presented technique provide the algorithm
with a criterion to resolve the set of candidates that best matched the semantic
model. Figure 8 c) depicts the extracted traffic sign composed by its parts.

3.2 Application 2: Laptop Detection in a Smart Room

The flexibility of the algorithm has also been tested in the context of a smart
room. The presented technique is applied for the analysis of a QCIF video se-
quence acquired by a zenital camera and postprocessed with a mask of the table.

The bottom-up analysis leading to the BPT representation is the same as in
the previous example and it is performed at each frame of the sequence. The
top-down analysis has been adapted by including the desired laptop model. As
we can see on Fig. 12, two DGs are used to model the laptops as combinations
of screen, chassis, mouse and keyboard. The dual model id chosen to cope with
the important variability introduced by the poor image resolution.

Fig. 12. Application 2: Description Graph and Semantic Tree of the laptop

Fig. 13 shows three examples of laptop detection in the smart room. Column
a) is the original image, b) its associated partition represented by the mean
colour of each region and c) is the image with the detected laptops. As we can
see, the first row presents an example where three of the four laptops have been
detected. Although the screen has been detected the bottom left laptop is missed
because the initial partition has merged the chassis with the body of the person.
Including the mouse in the model improves the confidence in the detection of
the bottom right laptop and results in a more certain detection. The second
row shows the detection of two laptops using two different description graphs.
One of them is based on a chassis and a screen, while the second one is based
on the keyboard and the screen. In the second case, the chassis is not detected
due to an heterogeneous color on the laptop surface. Notice that screens have
been correctly segmented despite the narrow visibility angle and a low contrast
compared to the chassis. The last row shows a detection of a laptop with a partial



BPT Enhancement Based on Syntactic and Semantic Criteria 197

Fig. 13. Applications 2: a) Original image, b) Initial partition and c) Extracted laptop

occlusion of the keyboard. In this case, the segmentation of the screen was pretty
bad, creating a region with a distorted shape. Nevertheless, its proximity to the
keyboard is enough to consider it a screen in the context of a laptop.

4 Conclusions

The representation of images from the region-based perspective offered by BPTs
provides several advantages for analysis applications. However, how to create
this BPTs and how to process it is a key issue for a good performance. This
paper has presented two enhancements for the classic BPT.

Firstly, the classic merging of BPT nodes based on colour has been enriched
by allowing to combine, using statistical information, multiple criteria, such as
the syntactic criteria. A practical example has shown a case in which considering
colour, size and partial inclusion of regions drives to the creation of better BPTs.

Secondly, the lack of semantic knowledge of the BPTs usually creates more
nodes than semantic entities in the content. Some previous assumptions from
the semantic point of view have been presented in this paper based on the
definition of BPT Semantic Neighbourhoods. The theoretical approach has also
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been exemplified on the syntactic BPT, which allowed the detection of a traffic
sign from its parts.

The proposed improvements are able to enrich the creation and understand-
ing of BPTs, but can be furtherly expanded. Further research will study new
syntactic criteria that will generate new BPTs from the same initial partition.
New criteria will may drive to multiple BPTs for the same content, which arises
the question of how to combine them from a semantic point of view.
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6. Giró, X., Marqués, F.: Detection of semantic objects using description graphs. In:

IEEE International Conference on Image Processing, ICIP’05. (2005)
7. P.A Moellic, P.Hede, G.C.: Evaluating content based image retrieval techniques with

the one million images clic testbed. In: Proceedings of the International Conference
on Pattern recognition and Computer Vision. (2005)
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Abstract. In this paper, a learning approach coupling Support Vec-
tor Machines (SVMs) and a Genetic Algorithm (GA) is presented for
knowledge-assisted semantic image analysis in specific domains. Explic-
itly defined domain knowledge under the proposed approach includes
objects of the domain of interest and their spatial relations. SVMs are
employed using low-level features to extract implicit information for each
object of interest via training in order to provide an initial annotation
of the image regions based solely on visual features. To account for the
inherent visual information ambiguity spatial context is subsequently
exploited. Specifically, fuzzy spatial relations along with the previously
computed initial annotations are supplied to a genetic algorithm, which
uses them to decide on the globally most plausible annotation. In this
work, two different fitness functions for the GA are tested and evaluated.
Experiments with outdoor photographs demonstrate the performance of
the proposed approaches.

1 Introduction

Recent advances in both hardware and software technologies have resulted in an
enormous increase of the images that are available in multimedia databases or
over the internet. As a consequence, the need for techniques and tools support-
ing their effective and efficient manipulation has emerged. To this end, several
approaches have been proposed in the literature regarding the tasks of indexing,
searching and retrieval of images [1], [2].

The very first attempts to address these issues concentrated on visual similar-
ity assessment via the definition of appropriate quantitative image descriptions,
which could be automatically extracted, and suitable metrics in the resulting
feature space. Coming one step closer to treating images the way humans do,
these were later adapted to a finer granularity level, making use of the output of
segmentation techniques applied to the image [1]. Whilst low-level descriptors,
metrics and segmentation tools are fundamental building blocks of any image
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manipulation technique, they evidently fail to fully capture by themselves the
semantics of the visual medium; achieving the latter is a prerequisite for reaching
the desired level of efficiency in image manipulation. To this end, research efforts
have concentrated on the semantic analysis of images, combining the aforemen-
tioned techniques with a priori domain specific knowledge, so as to result in
a high-level representation of images [2]. Domain specific knowledge is utilized
for guiding low-level feature extraction, higher-level descriptor derivation, and
symbolic inference.

Depending on the adopted knowledge acquisition and representation process,
two types of approaches can be identified in the relevant literature: implicit,
realized by machine learning methods, and explicit, realized by model-based
approaches. The usage of machine learning techniques has proven to be a ro-
bust methodology for discovering complex relationships and interdependencies
between numerical image data and the perceptually higher-level concepts. More-
over, these elegantly handle problems of high dimensionality. Among the most
commonly adopted machine learning techniques are Neural Networks (NNs),
Hidden Markov Models (HMMs), Bayesian Networks (BNs), Support Vector
Machines (SVMs) and Genetic Algorithms (GAs) [3], [4]. On the other hand,
model-based image analysis approaches make use of prior knowledge in the form
of explicitly defined facts, models and rules, i.e. they provide a coherent semantic
domain model to support “visual” inference in the specified context [5], [6].

Regardless of the adopted approach to knowledge acquisition, the exploitation
of spatial context in the analysis process makes necessary the definition and
extraction of context attributes, which are most commonly limited to spatial
relations. The relevant literature considers roughly of two categories for the
latter: angle-based and projection-based approaches. Angle-based approaches
include [14], where a pair of fuzzy k-NN classifiers are trained to differentiate
between the Above/Below and Left/Right relations and the work of [19], where
an individual fuzzy membership function is defined for every relation and applied
directly to the estimated angle-histogram. Projection-based approaches include
[20], where qualitative directional relations in terms of the centre and the sides
of the corresponding objects MBRs were defined, and [13], where the use of a
representative polygon was introduced.

In this paper, a semantic image analysis approach is proposed that combines
two types of learning algorithms, namely SVMs and GAs, with explicitly defined
knowledge in the form of an ontology that specifies domain objects and fuzzy
spatial relations. SVMs are employed for performing an initial mapping between
low-level visual features and the domain objects in the ontology (i.e. generating
an initial hypothesis set for every image region) at the region level, whereas a
GA is subsequently used to optimize this mapping over the entire image, taking
into account the spatial context. Representation of the latter relies on fuzzy
spatial relations extraction, building on the principles of both projection- and
angle- based methodologies. Application of the proposed approach to images
of the specified domain results in the generation of fine granularity semantic
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representations, i.e. a segmentation map with semantic labels attached to each
segment. These initial labels can be used to infer additional knowledge.

The paper is organized as follows: Section 2 presents the overall system archi-
tecture. Sections 3 and 4 describe the employed low- and high-level knowledge
respectively. Sections 5 and 6 detail individual system components. Experimen-
tal results for outdoor photographs are presented in Sect. 7 and conclusion are
drawn in Sect. 8.

2 System Overview

The overall architecture of the proposed system for semantic image analysis is
illustrated in Fig. 1. Initially, a segmentation algorithm is applied in order to
divide the given image into regions, which are likely to represent meaningful
semantic objects. Then, for every resulting segment, low-level descriptions and
spatial relations are estimated, the latter according to the relations supported
by the domain ontology.

Estimated low-level descriptions for each region are employed for generating
initial hypotheses regarding the region’s semantic label. This is realized by eval-
uating the compound low-level descriptor vector by a set of SVMs, each trained
to identify instances of a single concept defined in the ontology. SVMs were
selected for this task due to their generalization ability and their efficiency in
solving high-dimensionality pattern recognition problems [7], [8].

The generated hypothesis sets for each region with the associated degrees
of confidence for each hypothesis along with the spatial relations computed for
every image segment, are subsequently employed for selecting a globally optimal
set of semantic labels for the image regions by introducing them to a genetic
algorithm. The choice of a GA for this task is based on its extensive use in a
wide variety of global optimization problems [9], where they have been shown to
outperform traditional methods, and is further endorsed by the authors previous
experience [10], which showed promising results.

3 Low-Level Visual Information Processing

3.1 Segmentation and Feature Extraction

In order to implement the initial hypothesis generation procedure, the examined
image has to be segmented into regions and suitable low-level descriptions have
to be extracted for every resulting segment. In the current implementation, an
extension of the Recursive Shortest Spanning Tree (RSST) algorithm has been
used for segmenting the image [11].

Considering low-level descriptions, specific descriptors of the MPEG-7 stan-
dard have been selected, namely the Scalable Color, Homogeneous Texture, Region
Shape and Edge Histogram descriptors. Their extraction is performed according
to the guidelines provided by the MPEG-7 eXperimentation Model (XM) [12].
The above descriptors are extracted for every computed image segment and are
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Fig. 1. System Architecture

combined in a single feature vector. This vector constitutes the input to the SVMs
framework which computes the initial hypothesis set for every segment, as will be
described in Sect. 5.

3.2 Spatial Context

Exploiting spatial context, i.e. domain-specific spatial knowledge, in image anal-
ysis tasks is a common practice among the object recognition community. It is
generally observed that objects tend to be present in a scene within a particular
spatial context and thus spatial information can substantially assist in discrimi-
nating between objects exhibiting similar visual characteristics. Among the most
commonly adopted spatial context representations, directional spatial relations
have received particular interest. They are used to denote the order of objects
in space. In the present analysis framework, eight fuzzy directional relations are
supported, namely Above (A), Right (R), Below (B), Left (L), Below-Right (BR),
Below-Left (BL), Above-Right (AR) and Above-Left (AL).

Fuzzy directional relations extraction in the proposed analysis approach builds
on the principles of projection- and angle- based methodologies [13], [14] and
consists of the following steps. First, a reduced box is computed from the ground
object’s (the object used as reference and is pointed in dark grey in Fig. 2)
Minimum Bounding Rectangle (MBR) so as to include the object in a more
representative way. The computation of this reduced box is performed in terms
of the MBR compactness value c, which is defined as the value of the fraction of
the objects’s area to the area of the respective MBR: If the initially computed
c is below a threshold T, the ground objects’s MBR is reduced repeatedly until
the desired threshold is satisfied. Then, eight cone-shaped regions are formed on
top of this reduced box, as illustrated in Fig. 2, each corresponding to one of the
defined directional relations. The percentage of the figure object (whose relative
position is to be estimated and is pointed in light grey in Fig. 2) points that are
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included in each of the cone-shaped regions determines the degree to which the
corresponding directional relation is satisfied. After extensive experimentation,
the value of threshold T was set equal to 0.85.
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Fig. 2. Fuzzy directional relations definition

4 Knowledge Infrastructure

Among the possible domain knowledge representations, ontologies [15] present
a number of advantages, the most important being that they provide a for-
mal framework for supporting explicit, machine-processable semantics definition
and they enable the derivation of new knowledge through automated inference.
Thus, ontologies are suitable for expressing multimedia content semantics so
that automatic semantic analysis and further processing of the extracted seman-
tic descriptions is allowed. Following these considerations, a domain ontology was
developed for representing the knowledge components that need to be explicitly
defined under the proposed approach. This contains the semantic concepts that
are of interest in the examined domain (e.g. in the beach vacation domain: Sea,
Sand, Person, etc.), as well as their spatial relations. The values of the latter for
the concepts of the given domain, as opposed to concepts themselves that are
manually defined, are estimated according to the following ontology population
procedure:

Let S = {si , i = 1, ..., I} denote the set of regions produced for an image
by segmentation, O = {op , p = 1, ... P} denote the set of objects defined in the
employed domain ontology and

R = {rk, k = 1, ..., K} = { A, AL, AR, B, BL, BR, L, R } , (1)

denote the set of supported spatial relations. Then, the degree to which si satis-
fies relation rk with respect to sj can be denoted as Irk

(si, sj), where the values
of function Irk

are estimated according to the procedure of Sect. 3.2 and belong
to [0, 1]. To populate the ontology, this function needs to be evaluated over a set
of segmented images with ground truth annotations, that serves as a training
set. More specifically, the mean values, Irkmean, of Irk

are estimated, for every k
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over all region pairs of segments assigned to objects (op, oq), p �= q. Additionally,
the variance values σ2

rk
(2), are obtained for each of the relations.

σ2
rk

=
∑N

i=1(Irki − Irkmean)2

N , (2)

where N denotes the plurality of object pairs (op, oq) for which rk is satisfied.
The calculated values are stored in the ontology. These constitute the constraints
input to the optimization problem which is solved by the genetic algorithm, as
will be described in Sect. 6.

5 Initial Hypothesis Generation

As already described in Sect. 2, a Support Vector Machines (SVMs) structure is
utilized to compute the initial hypothesis set for every image segment. Specifi-
cally, an individual SVM is introduced for every defined concept of the employed
domain ontology, to detect the corresponding instances. Each SVM is trained un-
der the ‘one-against-all’ approach. For that purpose, the training set assembled
in Sect. 4 is employed and the combined region feature vector, as defined in Sect.
3.1, constitutes the input to each SVM. For the purpose of initial hypothesis gen-
eration, every SVM returns a numerical value in the range [0, 1] which denotes
the degree of confidence to which the corresponding segment is assigned to the
concept associated with the particular SVM. The metric adopted is defined as
follows: For every input feature vector the distance D from the corresponding
SVM’s separating hyperplane is initially calculated. This distance is positive in
case of correct classification and negative otherwise. Then, a sigmoid function
[16] is employed to compute the degree of confidence, DOC, as follows:

DOC =
1

1 + e−mD
, (3)

where the slope parameter m is experimentally set. The pairs of all domain
concepts and their respective degree of confidence comprise each segment’s hy-
pothesis set. The above SVM structure was realized using the SVM software
libraries of [17].

6 Hypothesis Refinement

As outlined in Sect. 2, after the initial set of hypotheses is generated (Sect. 5),
based solely on visual features, and the fuzzy spatial relations are computed
for every pair of image segments (Sect. 3.2), a genetic algorithm (GA) is intro-
duced to decide on the optimal image interpretation. The GA is employed to
solve a global optimization problem, while exploiting the available domain spa-
tial knowledge, and thus overcoming the inherent visual information ambiguity.
Spatial knowledge is obtained as described in Sect. 4 and the resulting learnt
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fuzzy spatial relations serve as constraints denoting the “allowed” domain ob-
jects spatial topology.

Fitness function

More specifically, the proposed algorithm uses as input the initial hypothesis
sets (generated by the SVMs structure), the fuzzy spatial relations extracted be-
tween the examined image segments, and the spatial-related domain knowledge
as produced by the particular training process. Under the proposed approach,
each chromosome represents a possible solution. Consequently, the number of
the genes comprising each chromosome equals the number I of the segments si

produced by the segmentation algorithm and each gene assigns a defined domain
concept to an image segment.

An appropriate fitness function is introduced to provide a quantitative mea-
sure of each solution fitness, i.e. to determine the degree to which each interpre-
tation is plausible:

f(C) = λ × FSnorm + (1 − λ) × SCnorm , (4)

where C denotes a particular chromosome, FSnorm refers to the degree of low-
level descriptors matching, and SCnorm stands for the degree of consistency with
respect to the provided spatial domain knowledge. The variable λ is introduced
to adjust the degree to which visual features matching and spatial relations
consistency should affect the final outcome.

The value of FSnorm is computed as follows:

FSnorm =
∑I

i=1 IM (gij) − Imin

Imax − Imin
, (5)

where

IM (gij) ≡ DOCij , (6)

denotes the degree to which the visual descriptors extracted for segment si match
the ones of object op, where gip represents the particular assignment of op to
si. Thus, IM (gip) gives the degree of confidence, DOCip , associated with each
hypothesis and takes values in the interval [0, 1]. Imin =

∑I
i=1 minjIM (gij) is

the sum of the minimum degrees of confidence assigned to each region hypothe-
ses set and Imax =

∑I
i=1 maxjIM (gij) is the sum of the maximum degrees of

confidence values respectively. For the computation of SCnorm, two different ap-
proaches are followed, as described in the following subsections.

First approach to fuzzy spatial constraints verification

Estimating the degree to which the spatial constraints between two object to
segment mappings gip, gjq are satisfied is a prerequisite for exploiting spatial
context in the analysis procedure. In this work, this degree of satisfaction is
expressed by the function Is(gip, gjq). In the first approach presented in this
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subsection, IS (gip, gjq) is defined with the help of a normalized euclidean dis-
tance d(gip, gjq), which is calculated according to the following equation:

d(gip, gjq) =

√∑8
k=1(Irkmean(op, oq) − Irk

(si, sj))2√
8

, (7)

where Irkmean is part of the knowledge infrastructure, as discussed in Sect. 4,
Irk

(si, sj) denotes the degree to which spatial relation rk is verified for a certain
pair of segments si, sj of the examined image and op, oq denote the domain de-
fined concepts assigned to them respectively. Distance d(gip, gjq) receives values
in the interval [0, 1]. The function IS (gip, gjq) is then defined as:

IS (gip, gjq) = 1 − d(gip, gjq) (8)

and takes values in the interval [0, 1] as well, where ‘1’ denotes an allowable
relation and ‘0’ denotes an unacceptable one. Using this, the values of SCnorm

is computed according to the following equation:

SCnorm =
∑W

l=1 ISl
(gij , gpq)

W
, (9)

where W denotes the number of the constraints that had to be examined.

Second approach to fuzzy spatial constraints verification factor

In this second approach, function IS(gip, gjq) returning the degree to which
the spatial constraint between the objects involved in the gip and gjq mappings
is satisfied, is set to receive values in the interval [−1, 1], where ‘1’ denotes an
allowable relation and ‘−1’ denotes an unacceptable one based on the learnt
spatial constraints. To calculate this value for a specific pair of objects oi and
oj the following procedure is used. For every computed triplet [rk Irkmean σ2

rk
]

of the corresponding spatial constraint (Sect. 4) where Irkmean �= 0, a triangular
fuzzy membership function [21] is formed, as illustrated in Fig. 3(a), to compute
the corresponding degree.

Let dk denote the value resulted from applying the membership function with
respect to relation rk, as illustrated in Fig. 3(b). Once, the corresponding dk val-
ues have been computed for each relation, i.e. for k = 0, 1, ..8, they are combined
to form the degree IS(gip, gjq) to which the corresponding spatial constraint is
satisfied. The calculation is based on based on (10), where rm are the relations
for which Irmmean �= 0, and rn are the extracted relations for which Irnmean = 0.

IS (gip, gjq) =
∑

m
Irm∗dm

IR∑
m dm

−
∑

n

Irn , i �= j (10)

where IR stands for

IR =
∑
m

Irm (11)
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Triangular fuzzy membership Calculation example

function for relation rk of factor dk

(M = Irkmean, q = σk
2

)

Fig. 3. Triangular fuzzy membership function

Then, SCnorm is calculated according to the following equation:

SCnorm =
SC + 1

2
and SC =

∑W
l=1 ISl

(gij , gpq)
W

, (12)

where W denotes again the number of the constraints that had to be examined.

Implementation of the genetic algorithm

To implement the previously described optimization process, a population of 200
chromosomes is employed, and it is initialized with respect to the input set of
hypotheses. After the population initialization, new generations are iteratively
produced until the optimal solution is reached. Each generation results from the
current one through the application of the following operators.

– Selection: a pair of chromosomes from the current generation are selected
to serve as parents for the next generation. In the proposed framework, the
Tournament Selection Operator [18], with replacement, is used.

– Crossover: two selected chromosomes serve as parents for the computation
of two new offsprings. Uniform crossover with probability of 0.7 is used.

– Mutation: every gene of the processed offspring chromosome is likely to be
mutated with probability of 0.008. If mutation occurs for a particular gene,
then its corresponding value is modified, while keeping unchanged the degree
of confidence.

Parameter λ, regulating the relative weights of low-level descriptor matching
and spatial context consistency was set to 0.35 after experimentation. The re-
sulting weight of SCnorm, points out the importance of spatial context in the
optimization process.
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To ensure that chromosomes with high fitness will contribute to the next gen-
eration, the overlapping populations approach was adopted. More specifically,
assuming a population of m chromosomes, ms chromosomes are selected ac-
cording to the employed selection method, and by application of the crossover
and mutation operators, ms new chromosomes are produced. Upon the resulting
m + ms chromosomes, the selection operator is applied once again in order to
select the m chromosomes that will comprise the new generation. After exper-
imentation, it was shown that choosing ms = 0.4m resulted in higher perfor-
mance and faster convergence. The above iterative procedure continues until the
diversity of the current generation is equal to/less than 0.001 or the number of
generations exceeds 50.

7 Experimental Results

In this section, we present experimental results from testing the proposed ap-
proach in outdoor images. First, a domain ontology had to be developed to repre-
sent the domain objects of interest and their relations. Six concepts are currently
supported, namely Sky, Water, Ground, Building, Vegetation and Rock.

Then, a set of 200 randomly selected images belonging to the beach vacation
domain were used to assemble a training set for the low-level implicit knowledge
acquisition (SVMs training) and computation of the fuzzy spatial constraints. A
corresponding set comprising 400 images was similarly formed to serve as a test
set for the evaluation of the proposed system performance. Each image of the
training/test set was first manually annotated according to the domain ontology
definitions.

According to the SVMs training process, a set of instances were selected for
every defined domain concept from the assembled training image set. The Gaus-
sian radial basis function was used as a kernel function by each SVM, to allow
for nonlinear discrimination of the samples. The low-level combined feature vec-
tor, as described in detail in Sect. 3.1, is composed of 433 values, normalized in
the interval [−1, 1]. On the other hand, for the acquisition of the fuzzy spatial
constraints, the procedure described in Sect. 4 was followed for each possible
combination of the defined domain objects that were present in the employed
image training set.

Based on the trained SVMs structure, initial hypotheses are generated for
each image segment as described in Sect. 5, which are then passed in the genetic
algorithm along with the fuzzy spatial constraints in order to determine the
globally optimal interpretation. In Fig. 4 indicative results are given showing the
input image, the annotation resulting from the initial hypotheses set, considering
for each image segment the hypothesis with the highest degree of confidence, and
the final interpretation after the application of the genetic algorithm.

In Table 1, quantitative performance measures are given in terms of precision
and recall for both approaches to fuzzy spatial constraints verification. Table 1
makes evident the superiority of the first out of the two approaches to fitness
evaluation. It must be noted that for the numerical evaluation, any object present
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Input image Initial hypotheses First genetic Second genetic
algorithm algorithm

interpretation interpretation

Fig. 4. Indicative results for the outdoor images domain

Table 1. Numerical evaluation for the outdoor images domain

Initial Hypothesis Final interpretation 1 Final interpretation 2

Object precision recall precision recall precision recall

Sky 93.33% 76.36% 93.33% 83.17% 93.33% 76.36%

Water 58.54% 42.86% 63.42% 52% 56.10% 46.0%

Building 81.72% 94.95% 87.83% 93.52% 81.74% 94.95%

Rock 61.11% 40.74% 83.33% 57.69% 72.22% 56.52%

Ground 56.52% 61.90% 78.26% 43.90% 69.57% 44.44%

Vegetation 42.47% 65.96% 39.73% 85.29% 41.10% 71.43%

Total precision 71.39 % 75.83 % 72.22 %

in the examined image test set that was not included in the domain ontology
concept definitions, e.g. umbrella, was not taken into account.

After a careful observation of the presented results, we can confirm the good
generalization ability of SVMs, regardless of the usage of a limited training set.
Furthermore, we can justify the choice of using a genetic algorithm to reach an
optimal image interpretation given degrees of confidence for visual similarity and
spatial consistency against the domain definitions.
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8 Conclusions

In this paper, an approach to knowledge-assisted semantic image analysis that
couples Support Vector Machines (SVMs) with a Genetic Algorithm (GA) is pre-
sented. The proposed system was tested with outdoor photographs and produced
satisfactory results. Furthermore, the system can be easily applied to additional
domains, given the fact that an appropriate domain ontology is defined and the
corresponding training sets are formed.
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Abstract. In this paper we present a framework for simultaneous image  
segmentation and region labeling leading to automatic image annotation. The 
proposed framework operates at semantic level using possible semantic labels 
to make decisions on handling image regions instead of visual features  
used traditionally. In order to stress its independence of a specific image seg-
mentation approach we applied our idea on two region growing algorithms, i.e. 
watershed and recursive shortest spanning tree. Additionally we exploit the  
notion of visual context by employing fuzzy algebra and ontological taxonomic 
knowledge representation, incorporating in this way global information and im-
proving region interpretation. In this process, semantic region growing labeling 
results are being re-adjusted appropriately, utilizing contextual knowledge in 
the form of domain-specific semantic concepts and relations. The performance 
of the overall methodology is demonstrated on a real-life still image dataset 
from the popular domains of beach holidays and motorsports. 

1   Introduction 

Automatic segmentation of images is a very challenging task in computer vision and 
one of the most crucial steps toward image understanding. A variety of applications 
such as object recognition, image annotation, image coding and image indexing, util-
ize at some point a segmentation algorithm and their performance depends highly  
on the quality of the latter. Comparatively to the research efforts in automatic image 
and video segmentation [8], [18] and global [9], [14] or region-based [3], [13] image 
classification, still, human vision perception outperforms state-of-the-art computer 
algorithms. The main reason for this is that human vision is additionally based  
on high level a priori knowledge about the semantic meaning of the objects that com-
pose the image and on contextual knowledge about their relationships. Moreover, 
erroneous image segmentation leads to poor results in recognition of materials and 
                                                           
* This research was partially supported by the European Commission under contract FP6-

001765 aceMedia and contract FP6-027026 K-SPACE and by the Greek Secretariat of  
Research and Technology (PENED Ontomedia 03  475). 
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objects, while at the same time, imperfections of global image classification are re-
sponsible for deficient segmentation. It is rather obvious that limitations of one pro-
hibit the efficient operation of the other. 

In this work we propose an algorithm that involves simultaneously segmentation 
and detection of simple objects, imitating partly the way that human vision works. An 
initial region labeling is performed based on matching region’s low-level descriptors 
with concepts stored in an ontological knowledge base; in this way, each region is 
associated to a fuzzy set of candidate concepts. A merging process is performed based 
on new similarity measures and merging criteria that are defined at the semantic level 
with the use of fuzzy sets operations. Our approach can be applied to every region 
growing segmentation algorithm, like morphological watershed [7], RSST [16], color-
edge based and seeded region growing [11], etc., given some necessary modifications. 
Region growing algorithms start from an initial partition of the image and then an 
iteration of region merging begins, based on similarity measures until the predefined 
termination criteria are met. We adjust appropriately these merging process as well as 
the termination criteria. 

We also propose a context representation approach to use on top of semantic  
region growing. We introduce a methodology to improve the results of image seg-
mentation, based on contextual information. A novel ontological representation for 
context is utilized, combining fuzzy theory and fuzzy algebra [12] with characteristics 
derived from the Semantic Web, like the statement’s reification technique [21]. In this 
process, membership degrees of concepts assigned to regions derived by the semantic 
segmentation process are optimized, according to a context-based membership degree 
readjustment algorithm. This algorithm utilizes ontological knowledge, in order to 
provide optimized membership degrees of detected concepts of each region in the 
scene. Our research efforts employ contextual knowledge derived from the popular 
domains of beach holidays and motorsports.  

The outline of the paper is as follows: Section 2 is dedicated to the knowledge rep-
resentation used, including the necessary notation used throughout the paper. Section 
3 describes the semantic region growing approach of segmentation, examining in 
detail two variations. Utilization of contextual knowledge is discussed in section 4 
and finally section 5 presents the dataset and methodology of the experiments and the 
results of the proposed algorithms. 

2   Knowledge Representation  

2.1   Ontology Fuzzification and Fuzzy Relations 

The first thing to consider within the proposed approach of semantic image segmenta-
tion and labeling is what type of knowledge model to use to describe the contextual 
information. The latter plays a key role in optimizing the results of both methodolo-
gies and is built on a novel ontological representation for context. In general, one 
possible way to describe ontologies [10] can be formalized as:  

,{ { }}
i jc cO C R= ,  (1) 



214 T. Athanasiadis, P. Mylonas, and Y. Avrithis 

O is an ontology, C is the set of concepts described by the ontology, ic  and jc  are 

two concepts ,i jc c C∈  and , : {0,1}
i jc cR C C× →  is the semantic relation amongst 

these concepts, as the latter is defined within the semantic framework of the MPEG-7 
description [20]. According to this description narrative worlds depicted by or related 
to multimedia content are represented by describing semantic concepts together with 
their relations and attributes [6]. Herein, the proposed knowledge model is based on a 
set of concepts and relations between them, which form the basic elements towards 
semantic interpretation. Although almost any type of relation may be included to 
construct the knowledge representation, the two main categories used are taxonomic 
(i.e. ordering) and compatibility (i.e. symmetric) relations. However, compatibility 
relations fail to assist in the determination of the context and therefore the use of or-
dering relations is more appropriate for such tasks [1]. Thus, a main challenge is the 
meaningful utilization of information contained in taxonomic relations for the task of 
context exploitation within semantic image segmentation and object labeling.  

In addition, for a knowledge model to be highly descriptive, it must contain a large 
number of distinct and diverse relations among concepts. However, in this case avail-
able information will be scattered among them, making each one of them inadequate 
to describe a context in a meaningful way. Thus, the utilized relations need to be  
combined to provide a view of the knowledge that suffices for context definition and 
estimation. In this work we utilize three types of relations, whose semantics are  
defined in MPEG-7 [19], namely the specialization relation Sp , the part relation P  

and the property relation Pr . When modeling real-life information that is governed 
by uncertainty and fuzziness, fuzzy relations have been proposed to handle such  
issues. In particular, the above commonly encountered relations can be modeled as 
fuzzy ordering relations and can be combined for the generation of a meaningful 
fuzzy, taxonomic relation. Consequently, to tackle such types of relations we propose 
a “fuzzification” of the previous ontology definition, as follows:  

, , ,{ ,{ }},  where ( ) : [0,1]
i j i j i jF c c c c c cO C r r F R C C= = × →  (2) 

In equation (2), FO  defines a “fuzzified” ontology, C is again the set of all possi-

ble concepts it describes and ,i jc cr  denotes a fuzzy relation amongst the two concepts 

,i jc c C∈ . More specifically, given a universe U a crisp set C is described by a mem-

bership function : {0,1}C Uμ → , whereas according to [12], a fuzzy set F on C is  

described by a membership function : [0,1]F Cμ → . We may describe the fuzzy set F 

using the sum notation: 

1 1 2 2
1

/ { / , / , , / }
n

i i n n
i

F c w c w c w c w
=

= =  (3) 

Where n C=  is the cardinality of C and ( )i F iw cμ= . As in [12], a fuzzy relation on 

C is a function , : [0,1]
i jc cr C C× →  and its inverse relation is defined as 

1
, ,i j j ic c c cr r− = . Based on the relations ,i jc cr  and, for the purpose of image analysis, we 
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construct the following relation T with use of the above set of fuzzy taxonomic rela-
tions: Sp, P and Pr.  

1 1( )tT Tr Sp P Pr− −=  (4) 

Transitive closure tTr  is required in order for T to be taxonomic, as the union of 
transitive relations is not necessarily transitive [2]. 

2.2   Graph Representation of an Image 

An image can be described as a structured set of individual objects, allowing thus a 
straightforward mapping to a graph structure. In this fashion, many image analysis 
problems can be considered as graph theory problems, inheriting the solid theoretical 
grounds of the latter. Attributed Relation Graph ( ARG ) is a type of graph often used 
in computer vision and image analysis for the representation of structured objects.  

Formally, an ARG  is defined by spatial entities represented as a set of vertices V 

and binary spatial relationships represented as a set of edges E: ,ARG V E≡ . Let-

ting G be the set of all connected, non-overlapping regions/segments of an image, 
then a region a G∈  of the image is represented in the graph by vertex av V∈ , where 

, ,a a av a D L≡ . More specifically, a[  HT ]a aD DC=  is the ordered set of two MPEG-

7 Visual Descriptors characterizing the region in terms of low-level features, namely 
Dominant Color (DC) and Homogeneous Texture (HT) [15]. Additionally, 

| |

1

/ ( )
C

a i a i
i

L c cμ
=

=  is the fuzzy set (defined on the crisp set of concepts C, since 

ic C∈ ) of candidate concepts for the region, which incorporates the uncertainty of 

the of the region labeling process. 
The adjacency relation between two neighbor regions , a b G∈  of the image is rep-

resented by graph’s edge ( , ),ab a b abe v v s E≡ ∈ . abs  is a similarity value for the pair 

of adjacent regions ( , )a bv v . This value is calculated based on the semantic similarity 

of the two regions as described by the two fuzzy sets aL  and bL :  

k
ab a k b k

c C
s max(min( ( c ), ( c ))), a,b Gμ μ

∈
= ∈  (5) 

The above formula states that the similarity of two regions is the default fuzzy  
union ( max ) over all common concepts of the default fuzzy intersection ( min ) of the 
degrees of membership ( )a kcμ  and ( )b kcμ  for the specific concept of the two  

regions a and b.  
Finally, we consider two regions , a b G∈  to be connected when at least one pixel 

of one region is 4-connected to one pixel of the other. In ARG , a neighborhood aN  

of a vertex av V∈  is the set of vertices whose corresponding regions are connected to 

a: { :  },  ,a b abN v e a b G= ≠ ∅ ∈ . It is rather obvious now that the subset of ARG ’s 

edges that are incident to region a can be defined as: { :  }a ab aE e b N E= ∈ ⊆ . 
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The current approach (i.e. using two different graphs within this work) may look 
unusual to the reader at the first glance; however using RDF to represent our knowl-
edge model does not entail the use of RDF-based graphs for the representation of  
an image in the image analysis domain. Use of ARG  is clearly favored for image 
representation and analysis purposes, whereas RDF-based knowledge model is ideal 
to store in and retrieve from a knowledge base. The common element of the two  
representations, which is the one that unifies and strengthens the current approach, is 
the utilization of a common fuzzy set notation, that bonds together both knowledge 
models. In the following section we shall focus on the use of the ARG  model and 
provide the guidelines for the fundamental initial region labeling of an image. 

3   Semantic Region Growing Approach 

3.1   Overview 

The major target of this work is to improve both image segmentation and recogni-
tion of simple objects at the same time, with obvious benefits for problems in the 
area of image understanding. As mentioned in the introduction, the novelty of the 
proposed idea lies on blending well established segmentation techniques with  
mid-level features, in the formal style defined earlier in section 2.2. Our intention is 
to operate on a higher level of information where regions are linked to concepts 
rather than only to their visual features. For this purpose a knowledge assisted 
analysis (KAA) algorithm, discussed in depth in a previous work [4], has been de-
signed and implemented. Population of the fuzzy set aL  for all regions of G, is 
based on a matching process between the visual descriptors stored in each vertex av  
of the ARG  and the corresponding visual descriptors of concepts, stored in the form 
of prototype instances in the corresponding ontological knowledge base. 

In order to emphasize that this approach is independent of the selection of the seg-
mentation algorithm, we examine two traditional segmentation techniques, belonging 
in the general category of region growing algorithms. The first is the watershed  
segmentation [7], while the second is the Recursive Shortest Spanning tree, also 
known as RSST [16]. We modify these techniques to operate on the fuzzy sets stored 
in the ARG  in a similar way as if they worked on low-level features (such as color, 
texture, etc.) [5]. Both variations follow in principles the algorithmic definition of 
their traditional counterparts, though several adjustments were considered necessary 
and were added. We call this overall approach Semantic Region Growing (SRG). 

3.2   Semantic Watershed 

The watershed algorithm [7] owes its name from the way in which regions are  
segmented into catchment basins. A catchment basin is the set of points that is the 
local minimum of a height function (most often the gradient magnitude of the image). 
After locating these minima, the surrounding regions are incrementally flooded and  
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the places where flood regions touch are the boundaries of the regions. Unfortunately, 
this strategy leads to oversegmentation of the image; therefore a marker controlled 
segmentation approach is usually applied. Markers constrain the flooding process 
only inside their own catchment basin; hence the final number of regions is equal to 
the number of markers. 

In our semantic approach of watershed segmentation, called semantic watershed, 
certain regions play the role of markers/seeds. A subset of regions S G⊆  is selected 
to be used as seeds for the initialization of the semantic watershed algorithm. The 
criteria for selecting a region to become a seed, i.e. s S∈ , are the following two: 

1. The height of its fuzzy set sL  (maximum degree of membership in the fuzzy set 

[12]) should be above a threshold: 
k

s s k seed
c C

h( L ) max( ( c )) Tμ
∈

≡ > . Threshold seedT  is 

calculated once in the beginning of the algorithm, based on the histogram of all  
degrees of membership over all regions of the image. 

2. The specific region has only one dominant concept, i.e. the rest concepts should 
have low degrees of membership comparatively to that of the dominant concept: 

{ *}

( ) ( ),  where * : ( *) ( )
k

s s k s s
c C c

h L c c c h Lμ μ
∈ −

> =  (6) 

These two constrains ensure that the specific region has been correctly selected as 
seed for the particular concept *c . 

An iterative process begins checking for every initial region-seed s S∈  in all its 
direct neighbors sn N∈  (as defined in the ARG ) if they have been assigned to the 

same concept c and, with what degree of membership ( )n kcμ . Some of those regions, 

that satisfy an additional criterion, form a new set of regions iM  (i denotes the itera-
tion step, with 0M S≡ ), which will be the new seeds for the next iteration of the 
algorithm. These additional criterion is that the degree of membership of region n 
under examination, for the particular concept c should be above a merging threshold: 

( ) i
n k mergec K Tμ > ⋅ , where K is a constant slightly above one, that increases the 

threshold in every iteration i of the algorithm in a non linear way to the distance from 
the initial regions-seeds. When the above criteria are satisfied, region n is merged 
with its propagator s and an updated degree of membership is calculated using the 
default t-norm for the newly created region:  

ŝ k s k n k( c ) min( ( c ), ( c ))μ μ μ=  (7) 

The termination criterion of the algorithm is quite straightforward: repeat this pro-
cedure until the set of regions-seeds in step i is empty: iM = ∅ . In this point, we 
should underline that when neighbors of a region are examined, previous accessed 
regions are excluded, i.e. each region is reached only once and that is by the closest 
region-seed, as defined in the ARG . 

After running this algorithm onto an image, some regions will be merged with one 
of the seeds, while other will stay unaffected. In order to deal with these regions as 
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well, we run again the algorithm on a new ARG  each time that consists of the regions 
that remained intact after all previous iterations. This hierarchical strategy needs  
no additional parameters, since every time new regions-seeds will be created  
automatically based on a new threshold seedT  (apparently with smaller value than 
before). Obviously, the regions created in the first pass of the algorithm have stronger 
confidence for their boundaries and their assigned concept than those created in a later 
pass. This is not a drawback of the algorithm; quite on the contrary, we consider this 
fuzzy outcome to be actually an advantage as we maintain all the available information. 

3.3   Semantic RSST 

Traditional RSST [16] is a bottom-up segmentation algorithm that begins from the 
pixel level and iteratively merges similar neighbor regions until certain termination 
criteria are satisfied. RSST is using internally a graph representation of image regions, 
like the ARG  described in section 2.2. In the beginning, all edges of the graph are 
sorted according to a criterion, e.g. color dissimilarity of the two connected regions 
using Euclidean distance of the color components. Then recursively the edge with the 
least weight is found and the two regions connected by that edge are merged. After 
each step, the merged region’s attributes (e.g. region’s mean color) is re-calculated. 
Traditional RSST will also re-calculate weights of related edges as well and resort 
them, so that in every step the edge with the least weight will be selected. 

Following the conventions and notation used so far, we introduce here a modified 
version of RSST, called Semantic RSST (S-RSST). The first step is to populate the 
set of edges E by traversing the ARG . In contrast to the approach described in the 
previous section, in this case no initial seeds are necessary, but instead of this we need 
to define (dis)similarity and termination criteria. The criterion for ordering the edges 
is based on the similaruty value defined earlier in section 2.2. Commutativity and 
associativity axioms of all fuzzy set operations (thus including default t-norm and 
default s-norm) ensure that the ordering of the arguments is indifferent. In this way all 
graph’s edges are sorted by their weight: 

( ) 1ab abw e s= −  (8) 

Equation (8) can be expanded by substituting abs  from equation (5). We consid-

ered that an edge’s weight should represent the degree of dissimilarity between the 
two joined regions; therefore we subtract the estimated value from one. 

Let us now examine in details one iteration of the S-RSST algorithm. Firstly, the 
edge with the least weight is selected as: 

ab

*
ab ab

e E
e arg min( w( e ))

∈
=  (9) 

Then regions a and b are merged to form a new region â . Vertex bv  is removed 

completely from the ARG , whereas a is updated appropriately. This update proce-
dure consists of the following two actions: 
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1. Update of the fuzzy set aL  by re-evaluating all degrees of membership in a weig-

hted average fashion:  

( ) ( )
( ) ( )ˆ

( ) ( )
( ) ,  a k b k

a k k

A a c A b c
c c C

A a A b

μ μ
μ

⋅ + ⋅
= ∀ ∈

+
 (10) 

The quantity ( )A a  is a measure of the size of a and is the number of pixels belonging 

to this region. 
2. Re-adjustment of the ARG ’s edges:  

a. Removal of edge abe . 

b. Re-evaluation of the weight of all affected edges e: the union of those incident 
to region a and of those incident to region b: a be E E∈ . 

This procedure continues until the edge *e  with the least weight in the ARG  is 

bigger than a threshold: ( )*
ww e T> . This threshold is calculated in the beginning of 

the algorithm, based on the cumulative histogram of the weights of E. 

4   Visual Context 

The idea behind the use of visual context information responds to the fact that not all 
human acts are relevant in all situations and this holds also when dealing with image 
analysis problems. Since visual context is a difficult notion to grasp and capture [17], 
we restrict it herein to the notion of ontological context. The latter is defined within 
the “fuzzified” version of traditional ontologies presented in section 2.1 and the prob-
lems to be addressed include how to meaningfully readjust the membership degrees of 
the merged regions after the semantic region growing algorithm application and how 
to use visual context to influence the overall results of knowledge-assisted image 
analysis towards its best performance.  

Based on the mathematical foundations described in previous subsections, we  
introduce the algorithm used to readjust the degree of membership ( )a kcμ  of each 

concept kc C∈  associated to a region a G∈  of the scene. Each specific concept kc  is 

present in the application-domain’s ontology, stored together with its relationship 
degrees ,k jc cr  to any other related concept jc . To tackle cases that more than one 

concept is related to multiple concepts, the term context relevance ( )dm kcr c  is intro-

duced, which refers to the overall relevance of concept kc  to the root element charac-

terizing each domain dm . For instance the root element of beach and motorsports 
domains are concepts beachc  and motorsportc  respectively. All possible routes in the graph 

are taken into consideration forming an exhaustive approach to the domain, with  
respect to the fact that all routes between concepts are reciprocal.  

Estimation of each concept’s value is derived from direct and indirect relationships 
of the concept with other concepts, using a meaningful compatibility indicator or 
distance metric. Depending on the nature of the domains under consideration, the best 
indicator could be selected using the max or the min operator, respectively. Of course 
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the ideal distance metric for two concepts is one that quantifies their semantic correla-
tion. For the problem at hand and given both the beach and motorsports domains, the 
max value is a meaningful measure of correlation. A simplified example, limiting the 
only available concepts to motorsport mc c= , asphalt ac c= , grass gc c=  and car cc c=  is pre-

sented in Fig. 1 and summarized in the following: letting concept ac  be related to 

concepts mc , gc  and cc  directly with: ,a mc cr , ,a gc cr  and ,a cc cr , while concept gc  is 

related to concept mc  with ,g mc cr  and concept cc  is related to concept mc  with ,c mc cr . 

Additionally, cc  is related to gc  with ,c gc cr . Then, we calculate the value for ( )dm acr c :  

, , , , ,

, , , , , ,

,  ,  ,
( ) max ,  

a m a g g m a c c m

a g g c c m a c c g g m

c c c c c c c c c c
dm a

c c c c c c c c c c c c

r r r r r
cr c r r r r r r

⋅ ⋅
= ⋅ ⋅ ⋅ ⋅  (11) 

,a mc cr

,a gc cr

,a cc cr

,g mc cr

,c mc cr

,c gc cr

mc

gc

ccac

 

Fig. 1. Graph representation example – Compatibility indicator estimation 

The general structure of the proposed re-evaluation algorithm is summarized in the 
following steps: 

1. Identify an optimal normalization parameter np  to use within the algorithm’s 

steps, according to the considered domain(s). The np  is also referred to as domain 

similarity, or dissimilarity, measure and [0,1]np → . 

2. For each concept kc C∈  in the fuzzy set aL  associated to a region a G∈  in a 

scene with a degree of membership ( )a kcμ , obtain the particular contextual in-

formation in the form of its relations to the set of any other concepts: 

,{ :  ,  }
k jc c j j kr c C c c∈ ≠ . 

3. Calculate the new degree of membership ( )a kcμ  associated to region a, based on 

np  and the context’s relevance value. In the case of multiple concept relations in 

the ontology, relating concept kc  to more than one concepts, rather than relating 

kc  solely to the “root element” rc , an intermediate aggregation step should be ap-

plied for kc : , ,max{ ,.., }
k k r k mc c c c ccr r r= . We express the calculation of ( )a kcμ  with 

the recursive formula: 
1 1( ) ( ) ( ( ) )

k

i i i
a k a k a k cc c np c crμ μ μ− −= − ⋅ −  (12) 

Where i denotes the iteration used. Equivalently, for an arbitrary iteration i:  
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0( ) (1 ) ( ) (1 (1 ) )
k

i t i
a k a k cc np c np crμ μ= − ⋅ + − −  (13) 

Where 0 ( )a kcμ  represents the original degree of membership. Typical values for i 

reside between 3 and 5.  

Key point in this approach remains the definition of a meaningful normalization 
parameter np . When re-evaluating this value, the ideal np  is always defined with 

respect to the particular domain of knowledge and is the one that quantifies each se-
mantic correlation to the domain. In this work we conducted a series of experiments 
on a “training” subset of 52 images for both application domains and selected the np  

that resulted in the best overall precision/recall values for each domain.  

5   Experimental Results 

We carried out experiments in the domains of beach and motorsports, utilizing 262 
images in total, i.e. 193 beach and 69 motorsports images acquired either from the 
internet or from personal collections. In order to demonstrate the proposed method-
ologies and keep track of each individual algorithm results, we integrated the 
described techniques into a single application that utilizes a user-friendly graphical 
interface. In the following we present two representative sets of experimental results, 
i.e. one image derived from the beach domain and one image from the motorsports 
domain. Each set includes four images: (a) the original image, (b) the result of tradi-
tional RSST, (c) the result of semantic watershed and (d) the result of semantic RSST. 
In the case of the traditional RSST, we pre-defined the final number of regions to be 
produced to be equal to the ones produced by the semantic watershed; in this fashion 
segmentation results are easily comparable. 

  
(a) (b) 

  
(c) (d) 

Fig. 2. Experimental results for the beach domain – Example 2. (a) Input image, (b) RSST 
segmentation, (c) semantic watershed, (d) semantic RSST. 
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Fig. 2 illustrates the example derived from the beach domain. As observed in Fig. 
2b, RSST segmentation results are insufficient: some persons are merged with sea 
segments, while others are not detected at all and most sea regions are divided be-
cause of the waves. Semantic watershed application results into significant improve-
ments (Fig. 2c). Sea regions on the left part of the image are successfully merged 
together, the woman on the left is correctly identified as one region, successfully 
tackling the existence of variations in low level characteristics, i.e. green swimsuit vs. 
color of the skin, etc. Persons on the right side are identified and not merged with sea 
or sand regions, having as a side effect the fact that there are multiple persons in the 
image and not just a single one. Very good results are obtained in the case of the sea 
in the right region, although it is inhomogeneous in terms of color and material be-
cause of the waving. We observe that it is successfully merged into one region and the 
person standing in the foreground is also identified as a whole. Finally, semantic 
RSST algorithm in Fig. 2d performs similarly well. Small differences with semantic 
watershed are justified by the fact that in S-RSST focus is given on material and not 
in objects in the image. Consequently, persons are identified with greater accuracy in 
the image and are segmented, but not wrongly merged, e.g. the woman on the left is 
composed by multiple regions due to the nature of the material or people on the right 
are composed by different regions. 

  
(a) (b) 

  
(c) (d) 

Fig. 3. Experimental results for the motorsports domain. (a) Input image, (b) RSST segmenta-
tion, (c) semantic watershed, (d) semantic RSST. 

Results from the motorsports domain are described in Fig. 3. More specifically, in 
Fig. 3a we present the original image derived from the World Rally Championship. 
Plain segmentation results (Fig. 3b) are again poor, since they do not identify cor-
rectly materials and objects in the image and incorrectly unify large portions of the 
latter into a single region. Fig. 3c and Fig. 3d illustrate distinctions between vegeta-
tion and cliff regions in the upper left corner of the image. Even different vegetation 
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areas are identified as different regions in the same area. Furthermore, the car’s wind-
shield remains correctly a standalone region, because of its large color and material 
diversities in comparison to the regions in its neighborhood. Because of the difficul-
ties and obstacles set by the nature of the image, the thick shadow in the front of  
the car is inevitably unified with the front dark part of the latter and the “gravel 
smoke” on the side is recognized as gravel, resulting into a deformation of the vehi-
cle’s chassis. These are two cases where both semantic region growing algorithms 
seem to perform poorly. This is due to the fact that the corresponding segments differ 
visually and the possible detected object is a composite one - in contradiction to the  
so far encountered material objects - and is composed by regions of completely dif-
ferent characteristics. Furthermore, on the right side of the image, the yellow ribbon is 
dividing two similar but not identical gravel regions, fact that is correctly identified 
by our algorithm. The main difference between the SW and SRSST approaches is 
summarized in the way they handle vegetation in the upper left corner of the image, 
with SRSST performing closer to the ground truth, since it detects the variations in 
vegetation and grass successfully. 

Finally, we continue with presenting a visualization of the contextualization step 
implemented within our approach. In general, our context algorithm successfully aids 
in the determination of regions in the image and corrects misleading behaviors, origi-
nating from over- or under-segmentation, by meaningfully adjusting confidence values.  

 

Fig. 4. Contextual experimental results for the first beach image example 

In Fig. 4 we observe the contextualization step for the first beach image, presented 
in the Contextual Analysis tool developed. Contextualization, which works on a per 
region basis, is applied after the semantic region merging, in order for its results to be 
meaningful. We have selected the unified sea region in the upper left part of the im-
age, as illustrated by its blue color. The contextualized results are presented in red in 
the right text column at the bottom of the GUI. Context favors strongly the fact that 
the merged region belongs to sea, increasing its confidence value from 86.15% to a 
crisp 92%. Additionally, the totally irrelevant (for the specific region) confidence 
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value for the concept person is extinguished, whereas medium confidence values for 
the rest of the possible beach concepts are slightly increased, due to the ontological 
knowledge relations that exist in the considered knowledge model. That is because of 
the relationships that exist in the a priori built contextual knowledge and that strongly 
relate concepts encountered on a beach scene with each other, we expect that the use 
of context will improve the results but at the same time provide also some false con-
cepts as well. However, in all cases context does normalize results in a meaningful 
manner, i.e. each region’s dominant concept is detected in comparison to ground truth 
and its degree of membership is increased.  

6   Conclusion 

The methodologies presented in this paper can be exploited towards the development 
of more intelligent and efficient image analysis environments. Image segmentation 
and detection of objects based on the semantic level, with the aid of contextual infor-
mation, results into meaningful results. The core contributions of the overall approach 
have been the implementation of two novel semantic region growing algorithms, 
acting independently from each other, as well as a novel visual context interpretation 
based on an ontological representation, exploited towards optimization of region’  
associated fuzzy set of concepts provided by the segmentation results. Another impor-
tant point to consider is the provision of simultaneous still image region segmentation 
and labeling, providing a new aspect to traditional object detection techniques. In 
order to verify the efficiency of the proposed algorithms when faced with real-life 
data, we have implemented and tested them in the framework of developed research 
applications. 
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Abstract. The deployment and integration of audio processing tools
can enhance the semantic annotation of multimedia content, and as a
consequence, improve the effectiveness of conceptual access tools. This
paper overviews the various ways in which automatic speech and au-
dio analysis can contribute to increased granularity of automatically ex-
tracted metadata. A number of techniques will be presented, includ-
ing the alignment of speech and text resources, large vocabulary speech
recognition, key word spotting and speaker classification. The applica-
bility of techniques will be discussed from a media crossing perspective.
The added value of the techniques and their potential contribution to the
content value chain will be illustrated by the description of two (comple-
mentary) demonstrators for browsing broadcast news archives.

1 Introduction

The growing role expected for networked electronic media and the increasing
size of content repositories require augmented attention for the automation of
content-based extraction and integration of metadata for video, audio and tex-
tual content. Content-based metadata are a prerequisite for conceptual search
both for professional users and the general public, and they play an important
role in the exploitability of content. The adagium used to be ’Content is king’,
but metadata rules.

Semi-automatic metadata extraction has been given attention for a variety
of monomedia content types and formats. For video and image content this has
led to an interesting growth in the number of objects and events that can be
detected on the basis of low-level features [13]. But in view of the huge range
of concepts that users may want to search for, the field of video analysis can be
argued to be still in its infancy.

A strategy that can help compensate for the limitations of image analysis
is the exploitation of surface features. Surface features are those properties of
(multimedia) documents that do not describe content. Examples include the
length of a document, references to the document’s location, and the production
date. Although these features do not directly relate to the document’s coverage,
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they have proven to be valuable additional sources of information in a retrieval
setting [17]. More importantly they illustrate the importance of not being too
restrictive in exploiting available secondary data streams.

As is widely acknowledged, the exploitation of linguistic content in multi-
media archives can boost the accessibility of multimedia archives enormously.
Already in 1995, [3] demonstrated the use of subtitling information for retrieval
of broadcast news videos, and in the context of TRECVID [13] the best perform-
ing video retrieval systems always exploit speech transcripts. The added value
of linguistic data is of course limited to video data containing textual and/or
spoken content, or to video content with links to related textual documents, e.g.
subtitles, generated transcripts etc. But when available, using linguistic content
for the generation of a time-coded index can help to bridge the semantic gap
between media features and user needs.

In the next two sections we first explore some methods that deal with the
exploitation of already available linguistic content in, or attached to, multime-
dia databases. We introduce the concept of cross-media mining in section 4.
Automatic audio indexing techniques are overviewed in section 5. The system
architecture of the recognition environment is detailed in section 6. Finally, the
added value of links that are automatically generated across media via high level
annotation will be illustrated in section 7. This section will provide a descrip-
tion of two complementary demonstrators: one for on-line access to an archive of
news broadcasts linked up to a newspaper archive, the other illustrating a cru-
cial aspect in browsing multimedia databases, a technique known as document
clustering applied in combination with topic detection.

2 Exploiting Collateral Text

The semantic gap between user needs and content features is as old as the con-
cept of archiving itself. The traditional approach towards the creation of an
index is to rely on manual annotation with controlled vocabulary index terms.
With the emergence of digital archiving this approach is still widely in use and
for many archiving institutes the creation of manually generated metadata is
and will be an important part of the daily work. When the automation of meta-
data generation is considered, it is often seen as something that can enhance
the existing process rather than replace it. The available metadata will there-
fore often be a combination of highly reliable and conceptually rich annotations,
and (semi)automatically generated metadata. One of the challenges for search
environments is to combine the various types of metadata and to exploit the
added value of the combination. In this paper we will explain how available
high level annotations for media archives can be exploited for improved auto-
mated generation of additional language-based annotations, and vice versa, how
automatic content processing can help to generate ontological and thesaurial
media annotations. For the content-based processing tasks the main focus will
be on the various ways in which automatic speech and audio analysis can be
deployed.
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Depending on the resources available within an organization that administers
a media collection, the amount of detail of the metadata and their characteristics
may vary. Large national audiovisual institutions such as Beeld&Geluid in The
Netherlands1, annotate at least titles, dates and short content descriptions (de-
scriptive metadata). Many organizations with multimedia collections however,
often do not have the resources to apply even some basic form of archiving.

To still allow the conceptual querying of video content, collateral textual re-
sources that are closely related with the collection items can be exploited. A
well known example of such a textual resource is subtitling information for the
hearing-impaired (e.g., ceefax pages 888 in the UK) that is available for the
majority of contemporary broadcast items, in any case for news programs. Sub-
titles contain a nearly complete transcription of the words spoken in the video
items and provide an excellent information source for indexing. Usually, they
can easily be linked to the video by using the time-codes that come with the
subtitles. The Dutch news subtitles even provide topic boundaries that can be
used for segmenting the news show into subdocuments. Textual sources that can
play a similar role are teleprompter files: the texts read from screen by an anchor
person (also referred to as auto-cues).

The time labels in these sources are crucial for the creation of a textual index
into video. As in full text retrieval, where all words in a document can function
as index terms and thus as a link to a document, the exploitation of collateral
transcriptions for speech in video will allow that all words spoken offer a link to
the fragment in which they occur. And though full text retrieval is certainly not
the ultimate solution to the semantic gap, natural language is inherently closer
to the level of concepts than low-level image features.

3 Time Alignment

In the collateral text sources mentioned above, the available time-labels are not
always fully reliable and can even be absent. In such cases the text files will have
to be synchronized. Examples of such text sources are minutes of meetings, or
written versions of lectures and speeches. This section will describe methods for
the automatic generation of time-stamps for minutes in two pilot projects in the
domain of e-Government. These minutes pertain to the so-called Handelingen,
i.e. the meetings of the Dutch Parliament, and to city council meetings. Due to
the difference in accuracy of the minutes, two different approaches had to be
developed.

The minutes of the meetings of the Dutch Parliament are stenographic minutes
that closely follow the discourse of the meeting, only correcting slips of the tongue
and ungrammatical sentences. Given the close match with the actual speech, a
relatively straightforward so-called forced alignment procedure could be used.
Forced alignment is a technique commonly used in acoustic model training in
automatic speech recognition (ASR). In order to be able to train phone models,
words and phones in pre-segmented sentences are aligned to their exact location
1 Beeld&Geluid:http://www.beeldengeluid.nl/
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in the speech segments using an acoustic model2. Given a set of words from a
sentence the acoustic model tries to find the most optimal distributions of these
words given the audio signal on the basis of the sounds the words are composed
of. When using alignment for indexing, pre-segmented sentences are evidently
not available but as long as the text follows the speech well enough, the word
alignment can be found by using relatively large windows of text.

The alignment procedure works well even if some words in the minutes are
actually not in the speech signal. However, if the text to be aligned does not
match the speech too well, as was the case with city council meetings, and if the
text segments are too large, the alignment procedure will fail to find a proper
alignment. In order to produce suitable segments, we used a two-pass strategy,
similar as proposed in [9], incorporating the following steps:

1. a baseline large vocabulary speech recognition system3 is used to generate a
relatively inaccurate transcript of the speech with word-timing;

2. the transcript is aligned on the word level to the minutes using a dynamic
programming algorithm;

3. where the transcript and the minutes match (three words in a row correctly
aligned), so-called ‘anchors’ are inserted

4. using the word-timing labels provided by the speech recognition system, the
anchors are used to generate suitable segments;

5. individual segments of audio and text are accurately synchronized using
forced alignment;

The described methods allow for the synchronization of audiovisual data to
available linguistic content that approximates to a certain extent the speech
in the source data and they enable the processing of conceptual queries of the
audiovisual content with readily available tools.

4 Cross-Media Mining

Ideally one would not only synchronize audiovisual material with content that
approximates the speech in the data, but take even one step further and exploit
any collateral textual resource, or even better: any kind of textual resource that
is accessible, including open source titles and proprietary data (e.g., trusted
webpages and newspaper articles). Another way of putting it: we propose to
shift the focus from indexing individual multimedia documents to video mining in
truly multimedia distributed databases. In the context of meetings for example,
usually an agenda, documents on agenda topics and cv’s of meeting participants
can be obtained and added to the repository. Mining these resources can support
information search because it yields annotations that offer the user not just
access to a specific media type, but also different perspectives on the available
2 In the first iteration usually an ’averaged’ bootstrap model is used. The alignment

and the model should improve iteratively.
3 Optionally the speech recognition is somewhat adapted to the task for example by

providing it with a vocabulary extracted from the minutes.
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data. An agenda could help to add structure that can for example be presented
in a network representation, whereas cv’s can be linked to annotations resulting
from automatic speaker segmentation. In addition, both documents and cv’s
would allow for multi-source information extraction.

A typical example of what the cross-media perspective can yield in the broad-
cast news domain is the linking of newspaper articles with broadcast items and
vice versa (Cf. Fig 1). Links can be established between two news objects which
count as similar on the basis of the language models assigned to them via statis-
tical analysis. Typically such language models are determined by the frequency
of the linguistic units such as written or spoken words and their co-occurrences.
The similarity between two documents can be decided for each pair of docu-
ments, but a more common approach is to pre-structure a document collection
into clusters of documents with similar language models. Similarity of language
models predicts similarity of topic, and therefore this technique is know as topic
clustering4.

Fig. 1. Linking audio and textual sources

In addition to linking documents with a similar topic profile, which can be
supportive in a browser environment, also the available semantic annotation for
documents with similar profiles can be exchanged and exploited for conceptual
search. If a newspaper article has been manually classified as belonging to e.g.,
economy or foreign politics, a broadcast item with a similar language model can
4 The functionality commonly known as topic detection and tracking (TDT) for dy-

namic news streams has been built upon it and plays a central role in the evaluation
series for TDT organized by DARPA.
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be classified with these conceptual labels as well. In section 7 below, we describe
a cross-media news browser demonstrator that incorporates this functionality.

For the linking of audiovisual data with textual resources that are not di-
rectly related to the speech, such as documents on agenda topics in the context
of meetings, or newspaper data in the broadcast news domain, we have to step
up the use of speech recognition compared to the speech recognition deployed in
the alignment procedures described in section 3. In the more elaborate alignment
procedure, an initial hypothesis is generated by a large vocabulary speech recog-
nition system. As this hypothesis is only needed for finding useful segments, we
do not really care about the performance of the system as long as it is able to
provide us with ’anchors’. However, the relevance of speech recognition perfor-
mance increases when textual resources suitable for alignment with audiovisual
data are not available. In the next section, the application of speech recognition
technology as the primary source for generating a textual representation of au-
diovisual documents that can be linked to other linguistic content, is described.

5 Audio Indexing

Recent investigations have shown the feasibility of deploying large vocabulary
speech recognition for the generation of multimedia annotations that allow the
conceptual querying of video content and the synchronization to any kind of
textual resource that is accessible, including other full-text annotation for au-
diovisual material. The potential of ASR-based indexing has been demonstrated
most successfully in the broadcast news domain. Data collection for training a
speech recognition system in this general domain is relatively easy. Word-error-
rates below 10% are no longer exceptional. For the broadcast news domain, ASR
transcripts approximate the quality of manual transcripts, at least for several
languages. Spoken document retrieval in the American-English broadcast news
(BN) domain has even been declared ‘a solved problem’ with the NIST-sponsored
TREC SDR track in 1999 [6]. It should be noted however that in other domains
than broadcast news and for many less favored languages, a similar recognition
performance is usually harder to obtain due to (i) lack of domain-specific train-
ing data, and (ii) large variability in audio quality, speech characteristics and
topics being addressed. However, when recognition performance remains within
certain boundaries (an ASR performance of 50% WER is typically regarded as
a lower bound for successful retrieval) the damage in terms of retrieval per-
formance may be acceptable, especially when no other means (metadata) are
available for searching.

5.1 Vocabulary Selection Via Collateral Text

One of the main research topics in large vocabulary speech recognition is vo-
cabulary selection. Given the huge quantities of available training data for the
broadcast news domain, the acoustic models and language models can usually be
trained adequately and in addition, various acoustic adaptation procedures (us-
ing e.g., bandwidth/gender-dependent models, speaker-adaptive training, etc.)
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can be applied to boost ASR performance. However, language models and recog-
nition vocabularies are usually created using fixed and, with respect to broadcast
news, often outdated training corpora. Vocabularies are based on word frequen-
cies within corpora, while the linguistic properties in broadcast news are con-
tinuously changing: previously infrequent names of places and people can start
occurring frequently without prior indication, people dominating the news dur-
ing a period of time may disappear from the headlines after a while, jargon
may suddenly be adopted by the general public, new words are invented and
there are words that are likely to (co-)occur in one period of the year but highly
improbable in another period (e.g., hurricane, or Christmas tree.

To limit the number of out-of-vocabulary (OOV) words, the ASR engine of an
SDR environment should be based on models that adapt to linguistic variation.
OOVs damage retrieval performance in two ways: firstly, a query consisting of an
OOV word, a so-called QOV (query-out-of-vocabulary), will never match a tran-
script, even though the QOV occurs in the speech. Secondly, the word occurring
in the transcript at the position of the OOV may induces a false hit. Although
document expansion and query expansion techniques may be deployed to com-
pensate for QOV words [18,7], tackling OOVs in an earlier stage is favorable. As
named entities play an important role in the mining of broadcast news, regular
updates of a recognition vocabulary with ’new’ proper names is crucial. To keep
an ASR engine ’tuned’, up-to-date training material is required. Ideally, this
is dealt with via a daily feed of newspaper content. Alternatively contemporary
data can be collected via the Web [1] or by capturing subtitling information from
news programs. A number of vocabulary selection methods have been proposed,
based on parallel corpora. They are based on the use of a narrow look-back time
window to select new words [2], the use of word history information [11], or the
use of vectors combining word frequency data from multiple corpora [1].

5.2 Word Spotting

Another way of reducing the effect of OOV words is to use word spotting. Word
spotting is the audio search functionality that matches query terms for audio
content either directly or via a phone (or phone-lattice) representation of query
and content (cf. [8]) and can be very effective, especially when the vocabulary
for the domain is hard to predict, resulting in high OOV-rates. Word spotting
can be combined with ASR based on a full text transcription to ’correct’ OOVs
or misrecognised names. In this approach the following steps are taken: (i) the
initial ASR transcript is used to identify related collateral textual data; (ii)
named entity detection applied to the collateral textual data sources provides a
list of named entities that are relevant given the audio document topic; (iii) the
occurrence (and timestamps) of these named entities in the audio are recovered
using a word spotting approach.

5.3 Speaker Classification

There is more information in the speech than the words alone. Speaker charac-
teristics can be extracted from the speech (speaker’s voice, word usage, syntax)
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as well and may serve as an additional information layer, for example to add
structure for browsing (speaker segmentation and identification) or to extract
features that could not be accessed using traditional views on the data. Auto-
matic speaker classification can especially be beneficial for spoken documents in
cultural heritage collections. Historical spoken word archives receive attention
from professional information analysts in various fields. Historians for example,
may be interested both in the exact words that were spoken, but also in the
speaker’s profile. The latter may partly be reconstructed using the identification
of speaker characteristics such as accent, age, gender, speaking behavior and
even emotion and cognitive state.

Instead of aiming at the extraction of speech features from a single speaker’s
voice, research has been directed to extract features from multiple voices, for
example emotional features in order to detect so called ‘hot spots’ in collections.
Typical examples of such ’hot spot’ detections are the cheering of a crowd in a
sports game, or laughter in the context of meetings (cf. [15]).

6 System Description

In this section the ASR system architecture will be discussed in more detail. As
indicated above, ASR can be deployed in different scenarios and for content in
several domains, both within and outside the broadcast domain: documentaries,
interviews, historical archives, recordings of lectures and recordings of meetings
(corporate, scientific, parliamentary, etc.). As the characteristics of the speech
encountered in these domains vary, robustness of recognition is taken as a re-
quirement. A robust speech recognition system can be defined as a system that
is capable of maintaining good recognition performance even when the quality of
the speech input is low (environment, background noises, cross-talk, low audio
quality), or when the acoustical, articulatory, or phonetic characteristics of the
speech encountered in the training data differ from the speech in the task data.
Even systems that are designed to be speaker independent cannot cover all the
speaker variations that may occur in the different task domains.

As manually adjusting a system for each different situation is time consum-
ing and error prone, we designed and developed an ASR system that is self-
adjustable as much as possible, and that is robust for changing conditions. In
Figure 2 the system is graphically represented. The gray area at the left repre-
sents the sub-system responsible for adapting our baseline, broadcast news (BN),
knowledge models to a specific domain. This sub-system will be described in sec-
tion 6.1. The second gray area represents the main audio processing stream. This
sub-system consists of four modules. In the first module, the audio is cut up in
smaller segments and each segment is assigned to a unique speaker. This process
of determining ‘who spoke when’, called speaker diarization, will be discussed in
section 6.2. After diarization, the second module performs a first speech recog-
nition pass for each speaker using the domain specific models. This recognition
result is then used in the third module to create a new acoustic model (AM) for
each speaker. These speaker specific models are eventually used in the fourth
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module doing the final decoding pass. The decoding procedure is discussed in
section 6.3. Some first attempts were made to make the system more robust by
monitoring and analyzing the system’s performance. In section 6.4 some of our
monitoring tools are discussed.

Fig. 2. The ASR system consisting of four modules: first the audio is divided in seg-
ments and each segment is assigned to a speaker. The speech of each speaker is decoded
and used for adapting the acoustic model. The adapted models are used in the second
decoding pass.

6.1 Acoustic and Language Model Creation

The system uses two kinds of knowledge models. The acoustic model (AM) is
used for calculating which sequence of phones has the highest probability of being
pronounced at a certain time in the audio stream. The language model (LM) is
used for calculating which sequence of words is most likely pronounced. Large
amounts of training data are required to extract the statistics that are needed
to create these models. Unfortunately, for most application domains outside the
news domain, data is not sufficiently available for model training.

For the broadcast news domain relatively large text corpora are available.
The Twente News Corpus contains over 450M words of newspaper text data that
are used to train our BN language model. The BN acoustic model is trained
on approximately 150 hours of speech from a variety of sources including the
Spoken Dutch Corpus [10]. (Partly) unsupervised methods to augment the basis
for training could offer compensation. In order to use the system in other domains
than broadcast news, we typically use small amounts of in-domain audio and text
data to adapt our BN models to the new task domain. The goal is to adjust the
acoustic model parameters so that the model better fits the task domain using
a model-space transformation method (such as SMAPLR [12]).

6.2 Speaker Diarization

The task of the first module in the system is to cut the audio in smaller seg-
ments suitable for input to our decoder. Speech and non-speech segments are
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distinguished (Speech Activity Detection) and speaker changes are detected. Si-
multaneously the module determines ‘who spoke when’ and clusters the segments
of unique speakers. This procedure is often called speaker diarization.

The speaker diarization module was evaluated in the speaker diarization task
of the NIST Rich Transcription 2006 Spring Evaluation (RT06s). After all non-
speech, such as silence and background noise, has been removed from the audio,
the remaining segments are passed to a modified Hidden Markov Model (HMM)
speech decoder. The HMM topology consists of a number of parallel single state
HMMs connected to each other by a single (non-emitting) start- and end-state.
Each state represents a single speaker from the audio. Because the exact number
of speakers is unknown, the system will initially contain more states than the
maximum expected number of speakers. After training the HMM with the input
audio, the number of states is reduced until an optimum system likelihood is
reached. At RT06s we have successfully tested two methods for reducing the
number of states [16]. In the ideal situation, after this procedure there will be
exactly as many states as there are speakers in the audio and each state will
be trained on a single unique speaker. Performing a Viterbi alignment using the
final HMM topology will result in a set of speech segments for each speaker.

The major advantage of the used diarization method is that hardly any param-
eters need to be tuned for different audio or domain conditions. As a consequence
the resulting system is robust to changing conditions.

The diarization module can cluster all speech from a single speaker within
a single audio document. This in-document speaker information can already
be valuable metadata in itself (see section 5.3), but in order to track speakers
across documents we would like to cluster speakers over document boundaries.
This should be possible by extending this technology so that speaker models of
different documents can be compared.

6.3 Two-Pass Decoding

Once the audio has been segmented and clustered, the speech is recognized in
either one or two decoding passes. Our most recent systems use the recognition
of the first pass to adapt the acoustic model to the speakers encountered in
the data. This so called speaker adaptation is performed using audio with high
confidence scores using the SMAPLR adaptation method [12]. The new speaker
specific acoustic models are then used in the second decoding pass to produce
the final recognition.

A two-stage recognition run allows for domain adaptation on the word level
as well. Here, the strategy is to assign a topic to segments of the input file
on the basis of the speech transcript of the first run. The topic assignment is
then used to select a topic-specific language model. As evidently real topic-based
segmentations are not known a-priori, readily available segmentations, such as
on the change of speaker, on longer silence intervals or even fixed time-windows,
are chosen to divide the audio document in smaller parts. These parts are then
further regarded as representing single topics.
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Fig. 3. Topic based LM: segmentation of the audio file, initial speech recognition on
the audio segments, defining the ’topic’ on the basis of the speech transcripts (here
using an IR system), creating a topic specific language model, and finally the final
speech recognition run using the topic-based language model.

The topics can be assigned either implicitly or explicitly. An explicit topic as-
signment refers to using specific topic labels, for example generated on the basis
of a topic-classification system that assigns thesaurus terms. From a collateral
text corpus (e.g., a newspaper corpus) that is labeled with the same thesaurus
terms, documents that are similar to the topic in the segment can be harvested
for creating a topic-specific language model. For implicit topic assignment, an
Information Retrieval system is used for the selection of documents from an un-
structured collateral text source (e.g., internet sources) that have a similar topic:
on the basis of the stopped speech transcript that serves as a query, a ranked list
of similar documents is generated; the top N documents of the list in turn serve
as input for language modeling. Having created a topic specific language model
a second speech recognition run is performed on the same segment with the
new language model to generate the final transcript. The procedure is visually
depicted in Figure 3.

Both recognition passes are performed with the University of Twente 2006
(UT06) decoder. The UT06 decoder is a Large Vocabulary Continuous Speech
Recognition decoder that uses Hidden Markov Models (HMM). Its state emis-
sion probabilities are calculated by Gaussian Mixture Models (GMM). We have
trained models based on Perceptual Minimum Variance Distortionless Response
(PMVDR) cepstral coëfficient features (created using the Sonic LVCSR toolkit
[19]) and with Mel Frequency Cepstral Coëfficient (MFCC) features.

6.4 System Monitoring and Output Analysis

Given that (i) a large amount of system parameters need to be fine-tuned for
every application domain, and (ii) the system’s behavior often needs to be
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monitored over a longer period of time (e.g., in longitudinal tasks), various meth-
ods to monitor and analyze the system are being developed.

One of these methods is blame assignment [4]. This method uses a small
evaluation set (audio that has been manually annotated on the word level) to
evaluate recognition accuracy. Incorrectly decoded words are grouped in error
regions. For each region it is calculated in which error class the region belongs.
There are five error classes: (i) the region contains out of vocabulary words, (ii)
the error is caused by a LM mismatch, (iii) an AM mismatch or (iv) a mismatch
in both the LM and AM, and (v) the error is caused by pruning away the correct
path during decoding (search error).

The blame assignment method can only be used when evaluation data is
available. When monitoring a BN system that needs to decode broadcasts on a
daily basis, transcribed data may not be available. We are currently investigating
system behavior over a longer period of time using collateral data sources such as
subtitling information that comes with broadcast news programmes or minutes of
meetings as evaluation data. The difficulty here is how the mismatch between the
noisy speech transcripts containing errors and the incomplete and/or reformatted
collateral text data should be interpreted.

7 The Power of Transcripts Demonstrated

A number of techniques described above have been implemented in two demon-
strators described below. They illustrate how, on the basis of textual transcripts,
the concept of cross-media news browsing for a multifaceted or layered multime-
dia archive can be realized.

7.1 Cross-Media News Browser

The so-called cross-media news browser demonstrates on-line access tools to an
archive of Dutch news broadcasts (NOS 8 uur Journaal). It shows how either
available collateral data sources (subtitling information for the hearing-impaired)
or full-text speech recognition transcripts can be used as linguistic content for the
generation of time-coded indexes for searching within news shows. Although the
subtitling information in itself would already be enough to enable access, speech
recognition transcripts are generated as well for demonstration purposes. The
subtitling information is captured using a teletext capturing card and synchro-
nized with the video using a manually determined off-set value. The speech recog-
nition system consists of decision-tree state-clustered acoustic models trained on
approximately 20 hours of speech from the Spoken Dutch Corpus [10], a vocabu-
lary of 65K words extracted from a newspaper collection and a 3-gram language
model trained on some 300M words of newspaper text data. Currently, the speech
recognition system is static; it does not update the vocabulary and language
model, nor does it perform any acoustic adaptation schemes. The incorporation
of such procedures is scheduled for a new version of the demonstrator.

As the subtitling information provides information on topic boundaries, we
can use real topic boundaries for the segmentation of the news show into
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’subdocuments’. In case we have to rely on ASR transcripts only, the seg-
mentation news can be based on acoustic information such as speaker changes,
speech/non-speech transitions and silences.

In order to demonstrate the added value of links that are automatically gen-
erated across media types via high level annotation, the linguistic annotations
of the news items (either based on subtitles or ASR) are linked to an up-to-date
database of Dutch newspaper articles made available for demonstration purposes
by PCM publishers5. The links from broadcast news fragments to related news-
paper articles are generated by (i) using a stopped version of the textual video
annotation as a query for a search in the newspaper archive, (ii) matching the
query with the content in the newspaper archive using Okapi term weighting,
and (iii) presenting the top-n results in a clickable list, ordered by date or by
relevance.

7.2 Novalist News Browser

The broadcast news browser described above primarily demonstrates the added
value of automatic linguistic annotation of audiovisual content. The function-
ality of the so-called Novalist browser (developed at TNO) can be regarded as
complementary: it aims to facilitate the work of information analysts in the fol-
lowing way: (i) related news stories are clustered to create dossiers or ’threads’,
(ii) dossiers resulting from clustering are analyzed and automatically annotated
with several types of metadata, and (iii) a browsing screen provides multiple
views on the dossiers and their metadata. All analysis steps can be performed
data-driven.

The corpus covered by the Novalist demonstrator consists of a collection of
news items published by a number of major Dutch newspapers and magazines,
web crawls, a video corpus of several news magazines and a video archive with
all 2001 news broadcasts of NOS 8 uur Journaal. Here, the teleprompter files
for the video archive function as collateral text. Transcripts of broadcast audio
generated with automatic speech recognition (ASR) can also be incorporated.
The entire demonstrator collection consists of some 160,000 individual news
items from 21 different sources, and recent new releases even more.

The system has to deal with dynamic information, about which no full prior
knowledge is available. There is no fixed number of target topics and events
types. The system must both discover new events as the incoming stories are
processed, and associate incoming stories with the event-based story clusters
already created. Document clustering is done incrementally: for a new incoming
story, the system has to decide instantaneously to which topic cluster the story
belongs. Since the clustering algorithms are unsupervised, no training data is
needed.

Via document clustering, structure is generated in news streams, while the
annotations can be applied as filters: search for relevant items can be limited to
relevant subsets of the collection. Novalist dossiers are visualized in a compact
5 PCM publishers is one of the largest publishers in the Dutch language region:
http://www.pcmuitgevers.nl/
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overview window with links to a time axis. Additional functionality consists of
the automatic generation of links to related sources, both internal and external.
For a detailed explanation of the concept of topic detection and the similarity
concept applied in the language modeling approach that is underlying Noval-
ist, and for an overview of the performance evaluation of some components, cf.
[14], [5].

8 Conclusion

The two demonstration browsers described here show how automatically ex-
tracted annotation based on non-image features can successfully support the
exploitation of multimedia content. The possibility to link textual content from
diverse sources to media files and vice versa, strengthens the impact of audio and
speech analysis. The transcript processing techniques deployed can be linked to
query functionality at several levels of conceptual abstraction: from the words
spoken to higher level semantic concepts that have automatically detected in the
textual content via clustering and classification. Future research will be directed
towards the integration with metadata generation based on visual analysis.
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